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• DKFZ (German Cancer Research Center) is the largest 
biomedical research institute in Germany 

• >3000 employees and >1000 scientists in more than  70  
divisions, research groups and clinical cooperation groups 

• DKFZ is member of the Helmholtz Association of National 
Research Centers (90% funding from German Federal Ministry 
of Education and Research (BMBF), 10% State of Baden-
Württemberg 

• Jointly with Heidelberg University Hospital, DKFZ has 
established the National Center for Tumor Diseases (NCT) 
Heidelberg where promising approaches from cancer research 
are translated into the clinic. 
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ICGC - big data project 
ICGC Goal: To obtain a 
comprehensive description of 
genomic, transcriptomic and 
epigenomic changes in 50 
different tumor types and/or 
subtypes which are of clinical 
and societal importance across 
the globe.  
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1. PedBrainTumor: Coordinated at DKFZ (Lichter/Eils) 

– Pilocytic astrocytoma (most common pediatric brain tumor) 

– Medulloblastoma (most common malignant pediatric brain 
tumor)  

2. Prostate Cancer - Early Onset: Coordinated at DKFZ & University 
Hospital Hamburg (Sültmann / Sauter) 

3. Malignant Lymphoma: Coordinated at Univ. Kiel (Siebert), DKFZ 
responsible for data analysis and data management (Eils) 



Jones, Jäger et al.: Dissecting the genomic complexity 
underlying medulloblastoma. Nature 2012 Richter, Schlesner et al.: Recurrent mutation of the 

ID3 gene in Burkitt lymphoma identified by 
integrated genome, exome and transcriptome 
sequencing. Nature Genetics 2012 

Jones, Hutter, Jäger et al.: Recurrent somatic 
alterations of FGFR1 and NTRK2 in pilocytic 
astrocytoma Nature Genetics 2013 

Weischenfeldt, Simon, 
Feuerbach, et al.: Integrative 
genomic analyses reveal an 
androgen-driven somatic 
alteration landscape in early-
onset prostate cancer. Cancer 
Cell 2013 

What have we learnt so far? 
PedBrain Tumor Malignant Lymphoma 

Early Onset Prostate Carcinoma 

Central Data Coordination for German 
Epigenome Program DEEP 
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The ICGC and TCGA Pan-Cancer Project 

Variant Calling Pipelines  

Data and Computing Centers 

Bionimbus ETRI 

Genomes (top 3 centers) 

Co-Lead of ICGC Pan-Cancer Working Groups 
 

• Pathogens in cancer (R. Eils, P. Lichter, DKFZ and Xiaoping Su, MD 
Anderson) 

• Integration of epigenome and genome (B. Brors, C. Plass, DKFZ, and 
Peter Laird, USC) 



NATIONALES CENTRUM 

FÜR TUMORERKRANKUNGEN 

 

 
NCT HEIDELBERG 

 
• JOINT VENTURE BETWEEN DKFZ 

AND UNIVERSITY HOSPITAL 

 

• 10.000 CANCER PATIENTS PER 

YEAR 

 

• FÜR 3.000  GENOME SEQUENZING 

AS AN OPTION  



NCT CLINICAL CANCER PROGRAM: 

MOLECULAR SEQUENCING DIAGNOSTICS 

35 days 

Pilotphase: March 2014 – December 2015 : x00 patients, success rate* 56%  

* actionable mutation validated 

by certified diagnostics methods 

Benedikt Brors 



Capacity: 4.500 patients / year (120x Coverage) 

Raw Data: 1,8 PB / year (5 TBytes per day) 

Total Data including Analysis Data 
(approx. 2x overhead) 

4 PB / year (11 TBytes per day) 

Required growth of storage incl. 
mirror storagy for 2015-2018: 

~ 10 PB per year 

Massive Genome Sequencing using Illumina 
HiSeq X Ten 



Some Petabase / 
Petabyte numbers 

Sequencer are the data producer 
One Genome has roughly 3 Gbases 

3.000.000.000 Bases 
The standard coverage  

rate is 30x to 40x 
One sequenzed genome  

requires 100 Gbases 
1 genome = 100GB  
Analysis and mirror: factor 4 

 
 

 



Nature Reviews Genetics 11, 685-696 

Cancer Genome Sequencing 



Big data approach: Somatic Variation in Cancer 

Baltimore et al., Mol. Cell Biol. 
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Reduction of I/O 



Read Fastq and 

BAM only once 

Cluster File 

System 

Acceleration II: reduction of I/O 

=> DDN solution 
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600 Terabytes per day 

(Source: Vagata, P., & Wilfong, K. (2014). Scaling the 
Facebook data warehouse to 300 PB. 
https://code.facebook.com/posts/229861827208629/) 

 

12 Terabytes per day 

(Source: Zhao, L., Sakr, S., Liu, A., & Bouguettaya, A. (2014). 

Cloud Data Management, Springer)  

 

Sequencing@DKFZ: 
11 Terabytes per day 

Big Data in Genome Medicine: At equal level as Twitter 

https://code.facebook.com/posts/229861827208629/
https://code.facebook.com/posts/229861827208629/


Complexity 

–Data from 15.000 samples 

–10 PB of data 

–Find back your data 

–Find back any data 

• Database 

• Structure the data 

 

 
 



Automatisation 
OTP: Central research platform 

OTP Project 
organization 

All QC-criteria 

All processes / 
interventions 
are book-kept 

Job 
monitoring 

Visualization 

Method and Technology Development  



Data flow at DKFZ 
Major projects 

PanCancer 

DKTK DKFZ-HIPO 

NCT POP 

de.NBI 



Aspera 

Processing 

Alignment & merging & 
variant calling  

Receiving 

NGS fastq data 

Providing 

Structured data 

Sequence centers in Germany 
 
 

GPCF 

Data flow via OTP 



• Processing frameworks for huge NGS projects: 

– Project organization 

– To speed-up: All routine jobs run automatically 

– No more manual shell scripts 

– Registration, alignment, QC, VC - automatically 

– Automatic information when a process was broken 

– Restart each single process step 

Automatisation: OTP - Processing framework 
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Major cooperations in big data analytics 

–IBM Watson health 

–Sap HANA 

 
 



Applications – Medical Research Insights 

Design and build Analytics Software that allows 

doctors and researchers to access patient data 

from various systems in real-time with a single 

interface to improve cancer research.  



Outlook I: The Applied & Translational 
Genomics Cloud: 

Preparing Germany for 100,000 Genomes 
  
 www.genome-cloud.de 



Possible solution: German genomics cloud 

Company X.. 

Common standards and APIs 

Genome Cloud.de 

Infrastructure-

as-a-Service 

Preconfigured 

Pipelines 

Software-as-a-

Service 


