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NEURAL NETWORKS

• Interconnected	set	of	nodes	and	edges	
• Designed	to	perform	complex	tasks	

• Deep	Learning	based	upon	neural	networks
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NEURAL NETWORKS
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High	Score	=	Sick!



NEURAL NETWORKS

INPUT	LAYER HIDDEN	LAYERS OUTPUT	LAYER



NEURAL NETWORKS EXAMPLE
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NEURAL NETWORKS EXAMPLE
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TRAINING 

INPUT	LAYER HIDDEN	LAYERS OUTPUT	LAYER



WHY ARE NEURAL NETS HARD?

INPUT	LAYER HIDDEN	LAYERS OUTPUT	LAYER



BACK PROPAGATION

Gradients	in	Hidden	layers	

Layer	3					0.2500	*	0.33		=	0.0825	

			Layer	2					0.0825	*	0.25	=	0.0206	

			Layer	1					0.0206	*	0.20	=	0.004125	

…	and	numbers	keep	on	getting	smaller



NEURAL NETWORKS EXAMPLE

• http://playground.tensorflow.org/



PATTERN COMPLEXITY

Simple Use	ML	methods	like	SVM

Moderate Deep	Nets,	SVM

Complex Deep	Nets	-	only	practical	choice



DEEP NETS BETTER THAN HUMANS
Humans	were		5.10%	wrong	

Microsoft	was	4.94%	wrong	

Google	was						4.82%	wrong	

Baidu	was								4.58%	wrong



HOW DOES IT WORK?



DEEP ARCHITECTURE
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2006 - 2007



RESTRICTED BOLTZMANN MACHINE (RBM)
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DEEP BELIEF NETS (DBNS)
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AUTOENCODERS



CONVOLUTIONAL NEURAL NETWORK (CNN)



CONVOLUTIONAL NEURAL NETWORK (CNN)



CONVOLUTIONAL NEURAL NETWORK (CNN)

Filter	1

Filter	2

Filter	3



CONVOLUTIONAL NEURAL NETWORK (CNN)



CONVOLUTIONAL NEURAL NETWORK (CNN)
FILTER	1 FILTER	2 FILTER	3

CONVOLUTIONAL	LAYER RECTIFIED	LINEAR	UNIT POOLING



CONVOLUTIONAL NEURAL NETWORK (CNN)

CONVOLUTIONAL	LAYER RECTIFIED	LINEAR	UNIT POOLING FC



CNN ARCHITECTURE
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RECURRENT NEURAL NETWORK (RNN)



RNN STRUCTURE



RECURSIVE NEURAL TENSOR NETWORKS (RNTNS)
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Leaf Leaf
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RECURSION

The Car

Is

Fast



HOW TO CHOOSE A DNN?

✔ Unlabelled	Data	

✔ Feature	Extraction

✔ Unsupervised	Learning

✔ Pattern	Recognition

Restricted	Boltzmann		

Machine	(RBM)	

Autoencoder	}



HOW TO CHOOSE A DNN?

✔ Labelled	Data	

✔ Textual	Processing

✔ Sentiment	Analysis

✔ Parsing

✔
Named	Entity	

Recognition

Recursive	Neural		

Tensor	Network		

(RNTN)		

Recurrent	Net}



HOW TO CHOOSE A DNN?

✔
Object		

Recognition

Recursive	Neural		

Tensor	Network		

(RNTN)	

Convolutional	Net}



HOW TO CHOOSE A DNN?

✔
Image		

Classification

Deep	Believe		

Network		

(DBN)		

Convolutional	Net}



HOW TO CHOOSE A DNN?

✔
Speech		

Recognition
Recurrent	Net}



HOW TO CHOOSE A DNN?

✔ Classification

Multilayer		

Perceptron	

(MLP)	with		

Rectified	

Linear	Units		

(RELU)	

Deep	Belief	Net	

}



DEEP LEARNING PLATFORMS OR LIBRARIES?



TENSOR FLOW

“Machine learning is a core, transformative way by 
which we’re rethinking everything we’re doing” 
Sundar Pichai, Alphabet CEO



WHAT ARE COMPUTATIONAL GRAPHS?

• A	directed	graph	

• Defines	computational	structures	

• Functions	chained	together	to	produced	a	specific	output	

• We	can	construct,	complex	transformation	on	data	using	small,	well-defined	

mathematical	functions	

• Core	of	TensorFlow	Programs
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COMPLEX FUNCTION
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MORE COMPLEX FUNCTION
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DEPENDENCIES
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DEPENDENCIES

ADDINPUT MUL

ADDINPUT



CIRCULAR DEPENDENCIES
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UNROLLING THE GRAPH



COMPUTATIONAL GRAPHS AND TENSOR FLOW

1.	Define	Computational	Graph	

2.	Run	the	Graph	(including	the	data)



MULTIPLICATION FUNCTION
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TENSORFLOW - MULTIPLICATION

import tensorflow as tf 

a = tf.placeholder("float") 
b = tf.placeholder("float") 

y = tf.mul(a, b) 

sess = tf.Session() 

print sess.run(y, feed_dict={a: 3, b: 3}) 



TENSORFLOW - LINEAR REGRESSION

import numpy as np 
import matplotlib.pyplot as plt 

num_points = 1000 
vectors_set = [] 

for i in xrange(num_points): 
          x1= np.random.normal(0.0, 0.55) 
          y1= x1 * 0.1 + 0.3 + np.random.normal(0.0, 0.03) 
          vectors_set.append([x1, y1]) 

x_data = [v[0] for v in vectors_set] 
y_data = [v[1] for v in vectors_set] 

plt.plot(x_data, y_data, 'ro', label='Original data') 
plt.legend() 
plt.show()



TENSORFLOW LINEAR REGRESSION



TENSORFLOW LINEAR REGRESSION 

W = tf.Variable(tf.random_uniform([1], -1.0, 1.0)) 
b = tf.Variable(tf.zeros([1])) 
y = W * x_data + b 

loss = tf.reduce_mean(tf.square(y - y_data)) 

optimizer = tf.train.GradientDescentOptimizer(0.5) 
train = optimizer.minimize(loss) 

  
init = tf.initialize_all_variables() 
sess = tf.Session() 
sess.run(init) 

for step in xrange(8): 
    sess.run(train) 
print step, sess.run(W), sess.run(b) 

plt.plot(x_data, y_data, 'ro') 
plt.plot(x_data, sess.run(W) * x_data + sess.run(b)) 
plt.legend() 
plt.show()



TENSOR FLOW - MNIST DATASET



MNIST DATASET USING TENSORFLOW



MNIST DATASET USING TENSORFLOW



MNIST DATASET USING TENSORFLOW



MNIST DATASET USING TENSORFLOW - SETUP

import	tensorflow	as	tf	

x	=	tf.placeholder(tf.float32,	[None,	784])	

W	=	tf.Variable(tf.zeros([784,	10]))	

b	=	tf.Variable(tf.zeros([10]))	

y	=	tf.nn.softmax(tf.matmul(x,	W)	+	b)	

from	tensorflow.examples.tutorials.mnist	import	input_data	

mnist	=	input_data.read_data_sets("MNIST_data",	one_hot=True)	



MNIST DATASET USING TENSORFLOW - TRAINING

y_	=	tf.placeholder(tf.float32,	[None,	10])	

cross_entropy	=	tf.reduce_mean(-tf.reduce_sum(y_	*	tf.log(y),	reduction_indices=[1]))	

train_step	=	tf.train.GradientDescentOptimizer(0.5).minimize(cross_entropy)	

init	=	tf.initialize_all_variables()	

sess	=	tf.Session()	

sess.run(init)	



MNIST DATASET USING TENSORFLOW - TRAINING SETUP

for	i	in	range(1000):	

		batch_xs,	batch_ys	=	mnist.train.next_batch(100)	

		sess.run(train_step,	feed_dict={x:	batch_xs,	y_:	batch_ys})	



MNIST DATASET USING TENSORFLOW - EVALUATION

correct_prediction	=	tf.equal(tf.argmax(y,1),	tf.argmax(y_,1))	

accuracy	=	tf.reduce_mean(tf.cast(correct_prediction,	tf.float32))	



WORD EMBEDDINGS

•  Word	embeddings	is	a	func1on	mapping	words	in	some	language	to	a	high-dimensional	vector	
•  ! :"#$%& →​ℝ↑) 	
•  ! (cat)=(0.3, 0.7, −2.3, …)	
•  W	is	ini1alized	randomly	and	then	it	learns	meaningful	vectors	to	perform	some	task	(E.g.	

gramma1cal	correctness)	
•  E.g.	learn	if	5	words	are	valid	

•  cat	sat	on	the	mat 	 		
•  cat	sat	song	the	mat	

•  R(W(“cat”),	W(“sat”),	W(“on”),	W(“the”),	W(“mat”))			 	 	=			1	
•  	R(W(“cat”),	W(“sat”),	W(“song”),	W(“the”),	W(“mat”))			 	=			0	



VISUALISE THE WORD EMBEDDINGS



EXAMPLE
A	few	people	eat	well			

Becomes	

A	couple	people	eat	well	

Possible	number	of	5-grams	is	enormous	

Few	and	Couple	will	be	located	close	together	thus	allowing	for	generalization	between	

Sentences	to	a		

Class	of	similar	sentences	

Handles	not	just	synonyms	but	other	classes	like	colors	like	…	

The	wall	is	blue	

The	wall	is	red



WHAT ELSE CAN WE LEARN?
Gender	

Man		 	 –	 Woman	

Uncle		 	 –	 Aunt	

King	 	 –	 Queen	

Several	other	relationships	

France			 –	 Paris	

Big	 	 –	 Bigger	

Einstein	 –	 Scientist	

Berlusconi		 –	 Silvio	

Japan	 	 –	 Sushi	

Messi	 	 –	 Midfielder



THE USE OF WORD REPRESENTATIONS… HAS BECOME A KEY “SECRET 
SAUCE” FOR THE SUCCESS OF MANY NLP SYSTEMS IN RECENT YEARS, 
ACROSS TASKS INCLUDING NAMED ENTITY RECOGNITION, PART-OF-

SPEECH TAGGING, PARSING, AND SEMANTIC ROLE LABELING.  
 

LUONG ET AL. (2013)



WHAT DOES IT HAS TO DO WITH DEEP LEARNING?

It’s	a	tactic	widely	utilised	as	well	

Learn	a	good	representation	for	task	A	

Use	it	on	task	B	

Called	

Retraining	

Transfer	learning	

Multi-task	learning	

Using	this	approach,	representation	can	learn	from	more	than	one	kind	of	data



LEARN TO MAP MULTIPLE KINDS OF DATA

Another	trick	used	in	deep	learning	is	to	learn	mappings	between	data	in	a	single	representation	

E.g.	English	Words	and	Mandarin	Words	

Words	with	similar	meanings	appear	close	together	

So	do	words	we	didn’t	know	about	

So	using	what	we’ve	seen	so	far		

If	we	know	two	male	matching	words	in	English	and	Chinese	

We	can	find	the	two	female	equivalent



USING DEEP LEARNING TO GO FURTHER

So	far	we’ve	dealt	with	words	

But	what	about	images?	

Images	of	dogs,	horses	and	automobiles	are	

mapped	next	to	their	word	vector	

What	happens	with	new	classes	such	as	cats?	

They	are	mapped	close	to	the	dog	vector	

But	a	little	distant	from	it







DEMO - AUTO ENCODERS

http://cs.stanford.edu/people/karpathy/convnetjs/demo/autoencoder.html



DEMO - CNN MNIST

http://cs.stanford.edu/people/karpathy/convnetjs/demo/mnist.html



DEMO - CNN

http://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html



CONCLUSION

USES	

Predict	stock	markets	

Predict	customer	Churn	

Perform	sentiment	analysis	

Decode	ancient	texts	automatically	

Autonomous	Vehicles



QUESTIONS ?

alexiei.dingli@um.edu.mt


