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Challenges in Cloud Computing-based Systems 

 

1. System side 

 

2.   Application side : Cloud-native applications (CNA) 

 

3.   Hybrid. 
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Challenges in Cloud Computing-based Systems 

1. System side 

 

* QoS/SLA in cloud computing 

        - Real-time cloud computing 

* Security 

        - Vulnerability in cloud computing 

        - Safety and privacy in cloud computing 

* Migration 

* Edge/Fog computing  

* Standardization in cloud computing. 
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Challenges in Cloud Computing-based Systems 

2. Application side : Cloud-Native Applications (CNA) 

        

• Cloud computing for big data processing 

• Cloud computing for streamed data processing 

• Cloud computing for stream reasoning  

• Cloud computing for smart cities 

• Cloud computing for smart buildings 

• Cloud computing for IoT 

• Cloud computing for smart systems. 

• Etc. 
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Discussion 
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Why network slicing?

� Network softwarization - an emerging trend – to transform the networks
using software-based solutions

� multiple logical (virtual) networks (network slices) each tailored for a 

given class of use/business cases, on top of a shared physical network. 

�

Edge-oriented computing and network slicing
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� Network slices : 
� end-to-end (E2E) logical networks
� running on a shared underlying (physical or virtual) network
� mutually isolated
� with independent (customisable) control and management 
� created on demand (short/ medium/ long life cycle)

� Network slice: virtual network, flexible enough to simultaneously

accommodate diverse business-driven use cases requirements from multiple 

players on a common network infrastructure

ComputationWorld 2018, February 17-22, Barcelona



� Why network slicing? (cont’d)

� Driving factors 
� Users - services and  applications view

� numerous novel applications and services
• IoT in smart cities, industry, economics, transportation, health, 

social entities, etc.
� Tenant independency to configure and manage its slice
� On demand services
� Cloud computing facilities available
� …..

Edge-oriented computing and network slicing
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� …..

� Operators’ needs
� Flexibility
� Programmability
� Efficient usage of resources
� More powerful network and services management
� Isolation of classes of services and applications
� E2E  QoS/QoE controllable degree of guarantees, SLAs, …
� Better security
� …..

� Where to apply slicing?
� 5G, Core, -spanning multi-domain, E2E

ComputationWorld 2018, February 17-22, Barcelona



� Network slicing - example

Edge-oriented computing and network slicing
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Source: J. Ordonez-Lucena et. al., , Network Slicing for 5G with SDN/NFV: Concepts, Architectures and Challenges “

IEEE Comm. Magazine, 2017



� Network slices: recursive model

Edge-oriented computing and network slicing
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Source: J. Ordonez-Lucena et. al., , Network Slicing for 5G with SDN/NFV: Concepts, Architectures and Challenges “

IEEE Comm. Magazine, 2017



Cloud Computing - evolution

� Cloud computing (CC) services -initially offered by  data centers 
(including public/private/community clouds) – intensively used 

� Centralisation (processing and storage) in traditional CC -> limitations

� Services and apps. like IoT, mobility-related, M2M, .. 
� requirements: Low latency/response time, high bandwidth, location 

and context awareness,  reduction in amount of data transferred to CC 

Edge-oriented computing and network slicing
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and context awareness,  reduction in amount of data transferred to CC 
and back

� Solution 
� Edge-oriented computing – cooperating with CC

• Multi-access/Mobile Edge Computing (MEC)
• Fog Computing (FC)
• Cloudlets
• Micro-Data Centers
• …..

� Auxiliary technologies
� Virtualisation techniques, Software Defined Networks (SDN)
� Network Function Virtualisation (NFV- ETSI)



� Open research domain

• How to create network slices- in a distributed 
cloud/edge computing environment ?

Edge-oriented computing and network slicing
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� How to create network slices- in a distributed cloud/edge 
computing environment ?

� Distributed (edge-oriented) cloud infrastructure - candidate to be the 

backbone of the 5G network 

� It is a good environment for decomposing the large monolithic 
network functions of legacy HW into a catalog of modular network 

capabilities/functions  of varying granularity 

Edge-oriented computing and network slicing
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capabilities/functions  of varying granularity 

� The capabilities can be flexibly chained  (applying NFV style) to form 

network slices to support the diverse services

�

� The network slice design can be continuously optimised based on 

collected information at run-time from the network and services 

�

� Autonomic network management functions, analytics, machine 
learning, could enable the automation and optimisation of the network 

slice life cycle (design, creation, monitoring,  optimization and deletion)

ComputationWorld 2018, February 17-22, Barcelona



� Example: Mobile Edge Computing (MEC)- possible role in 5G slicing

Edge-oriented computing and network slicing
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Source: T.Taleb, et al., “On Multi-Access Edge Computing: A Survey of the Emerging 5G Network 

Edge Cloud Architecture and Orchestration” IEEE COMMUNICATIONS SURVEYS & TUTORIALS, 

VOL. 19, NO. 3, THIRD QUARTER 2017 1657



� Conclusions

� 5G slicing and cloud/edge computing technologies – can be used in a 
combined way 

� promising solution for  creation of an environment to support a large 
range of requirements  for Future Internet services and applications

� Some research challenges
• Dynamic  autonomic management and resource allocation
• Orchestration of virtualised infrastructures

Edge-oriented computing and network slicing
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• Orchestration of virtualised infrastructures
• Multi-domain aspects
• E2E, business models, SLAs
• Slice Isolation and Security
• Big data, analytics capabilities
• Scalability
• Real time aspect for critical applications

• Harmonising the solutions with SDN, NFV, virtualisation
technologies – including standard and open solutions

• Backward compatibility
• Costs/benefits??
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Life cycle of a cloud-native network slice
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We have the Bricks to Build Cloud-
native Cathedrals

But do we have the mortar?

Nane Kratzke

Panel Discussion: “Challenges in Cloud Computing-based Systems“

9th International Conference on Cloud Computing, GRIDs, and Virtualization (CLOUD COMPUTING 2018); Barcelona, Spain, 2018



The Bricks of Cloud-native Systems

• IaaS
• PaaS
• SaaS
• FaaS + BaaS
• DBaaS
• CaaS
• …
• XaaS

Prof. Dr. rer. nat. Nane Kratzke
Computer Science and Business Information Systems 2



The Mortar of Cloud-native Systems

Prof. Dr. rer. nat. Nane Kratzke
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Of course, no
t 

in your project!

Kind of spaghetti code(but on a new level)



Independent Systems Architecture (ISA)
That is how practitioners build cloud applications

1. Modules (and Interfaces)
2. Separate Processes (Container)
3. Macro / Micro Architecture
4. Integration (limited and standardized)
5. Communication (limited set of protocols)
6. Independent continuous delivery pipeline (per

module)
7. Standardized operation (across all modules)
8. Standards: enforced via interfaces
9. Resilience (dependent service failures)

Prof. Dr. rer. nat. Nane Kratzke
Computer Science and Business Information Systems 4

PRINCIPLES

Due to Infrastructure as Code even the Macro
Architecture can be made executable.



Two Architecture Levels

Decisions for all modules

Only very few languages

TOSCA, maybe Jolie

Decisions for one module

Thousands of languages

(each module can use its own)

MACRO Architecture MICRO Architecture



What programming language is currently covering this kind of complex
integration and orchestration as its primary purpose?

Prof. Dr. rer. nat. Nane Kratzke
Computer Science and Business Information Systems 6

• It took decades and plenty of languages to get only a handful of
them for pragmatic application programming on single nodes.

• Shall we really trust the most dominant orchestration language
that established for cloud infrastructure deployments and multi-
host environments? 

• Especially if we know, it has shortcomings regarding elasticity and
transferability at runtime?
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Can we solve cloud orchestration problems
different?

Prof. Dr. rer. nat. Nane Kratzke
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TO
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Applications. In Proceedings of the 8th Int. Conf. on Cloud Computing and Services Science (CLOSER 2018, Madeira, Portugal).

UCAML

[Kra2017a] Kratzke, N. (2017). Smuggling Multi-Cloud Support into Cloud-native Applications using Elastic Container Platforms. 
In Proceedings of the 7th Int. Conf. on Cloud Computing and Services Science (CLOSER 2017) (pp. 29–42).
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services)



Do we need really further languages?

• Cloud applications are composed of distributed
processes (deployment units/containers)

• that are operated elastically (horizontal scaling)
• operated on different platforms and infrastructures
• and each deployment unit maybe developed using

different programming languages (polyglot).

• The units are getting simpler (microservice style).
• But complexity never disappears. It is just 

hidden/capsuled.
• If the units are getting simpler, the integration

should tend to get more complicated.

Prof. Dr. rer. nat. Nane Kratzke
Computer Science and Business Information Systems 11



Cloud-native Application Definition
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We need some guidance ...
ClouNS – Cloud-native Application Reference Model

Prof. Dr. rer. nat. Nane Kratzke
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[KP2016] Kratzke, N., & Peinl, R. (2016). ClouNS - a Cloud-Native Application Reference Model for Enterprise Architects. In 2016 
IEEE 20th International Enterprise Distributed Object Computing Workshop (EDOCW) (pp. 1–10).
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So, what would a cloud programming
language be?
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A computer programming language is a notation used to
write computer programs, which involves
a computer performing some kind of
computation or algorithm and possibly control of external
devices such as printers, disk drives, and so on.
Adapted from ACM SIGPLAN/Wikipedia

A cloud programming language is a notation used to
define cloud applications to be provided via cloud
infrastructures or platforms performing processes and
possibly composing further internal and external services
such as authentication, scaling, storage, messaging, logging, 
and further domain/problem specific services.



Research Methodology
Understanding CNA after 10 Years of Cloud Computing
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CNA == Cloud-native Application



Cloud-native Application

What?
Be IDEAL

• Isolated State
• Distributed
• Elastic
• Automated

management
• Loosely coupled

Why? 
There is a need for ..

• Speed (delivery)
• Safety (fault tolerance, 

design for failure)
• Scalability
• Client diversity

How?
Integrate ...

• (Micro)service oriented
architectures (M)SOA

• Use API-based
collaboration

• Consider cloud-focused
pattern catalogues

• Use self-service agile 
platforms

Prof. Dr. rer. nat. Nane Kratzke
Computer Science and Business Information Systems 16

C. Fehling, F. Leymann, R. Retter, W. 
Schupeck, and P. Arbitter, Cloud 
Computing Patterns: Fundamentals
to Design, Build, and Manage Cloud 
Applications. Springer, 2014.

M. Stine, Migrating to Cloud-Native 
Application Architectures. O’Reilly, 
2015

A. Balalaie, A. Heydarnoori, and P. 
Jamshidi, “Migrating to Cloud-Native 
Architectures Using Microservices”,  
CloudWay 2015, Taormina, Italy

S. Newman, Building Microservices. 
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Often heard by practitioners: „A cloud-native application is an 
application intentionally designed for the cloud.“ True, but 
helpful?



Cloud Application Maturity Level
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Cloud Computing 2018

Internet vs. Cloud

 Connectivity of hosts

 Hosts provide capabilities in groups

 Slicing vs. portioning

 Host/connectivity relies on:

 Technology

 Standards

2



Cloud Computing 2018

 Amazon Web Services

 Microsoft Azure

 Google Cloud Platform

 ... many others

 Also:

 Heroku

Cloud Platforms
3



Cloud Computing 2018

Big Picture Idea
4



Cloud Computing 2018

 Hosting

 Static file server

 World-wide: region-based, duplicated

 Web application server

 ASP.Net C#, Java Servlet Container

 PHP, Ruby, Python, …

 Middleware

 Security, authentication

 RESTful services

 Database

Commonalities & Barriers
5
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Real-time cloud computing 

Presented for Cloud Computing 2018 

February 21, 2018 
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This material contains others’ work as well as my own work. Thus this material is 

not to distribute outside the conference in order to keep the copyright law.  
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Real Time Cloud Computing  

 

• Essential for the Mobile computing in many 
cases.  

•      - Virtual reality 

•      - Smart cars. 

•      - Drones 

•      - IoT 

•      - Robots 

•      - etc. 
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Smart cars 
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Drones   
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Smart Devices. 
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IoT by iStockphoto/chris_lemmens 
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The Smart society with smart robots.  
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Real Time Cloud Computing  

 

• Essential for real time processing in smart 
cities. 

 

• Essential for streamed data processing. 

 

• Essential for stream reasoning. 
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Smart-Cities 

6/24 
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 5 G mobile communication enables real-time cloud computing in mobile 

devices. 
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5 G Mobile computing   
WMC Barcelona 2016.2 
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5 G Mobile computing   
WMC Barcelona 2016.2 
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5 G Mobile computing   
WMC Barcelona 2016.2 
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5 G Mobile computing   
WMC Barcelona 2018.2 
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Conclusion 
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