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Related Topics for Audience Discussion:

Scientific, technical, and high end issues,
Challenges and experiences from disciplines (natural sciences,
technical applications, ...),
Intelligent and autonomous components,
Software Defined Networks,
Parallelisation and localisation,
High and low level issues,
Challenges with numerical implementations,
Suggested application scenarios,
Knowledge discovery,
Long-term issues,
Integration of multi-disciplinary data,
. . .
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Panel Statements:
Key-terms: Intelligent systems, multi-agent systems, sustainable
long-term knowledge discovery, multi-disciplinary context, . . .
Intelligent systems: Very large industrial operations, very large
numbers of interacting systems.
Learning processes: Training, ontologies, semantic technologies,
on-the-fly, ramp-ups, and learning curves.
High End Computing: Intelligent use of resources.
Integrated Information and Computing Systems needed:
Resources for computing and storage (application scenarios in natural
sciences, geosciences, archaeology, medicine, . . .).
Complexity and decision: Management processes, stabilisation,
(fast!) decision making, modularisation of components and
technologies, parallel processes, interfaces, policies.
Long-term knowledge resources: Multi-disciplinary, universal
classification, long-term vitality, sustainability, . . .
Resources management: Reduce complexity from planning to
operation, with hardware and software.
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Wrapup:

Intelligence: Why intelligent systems?

Integration and complexity: Which challenges do we encounter?

Physics and engineering: What to expect beyond numerics and big
data?

Computing and storage requirements: Key issues?

Efficiency and resources: Where to go for efficient modelling?

Infrastructures, frameworks, applications: What do we need?

Discovery: How can ontologies and knowledge discovery tame
complexity?

Your ideas: Who and what are we creating and operating high end
systems for? Why does general progress take so long?

Sustainability: Perspectives for infrastructures?

Call for Collaboration: Who can contribute and collaborate?
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INFOCOMP Expert Panel: Post-Panel-Discussion Summary

Post-Panel-Discussion Summary (2013-11-20):
Advanced application scenarios drive for more capacity!
Sustainability with future High End Computing (HEC) resources
leads to intelligent application components, e.g., for Agent Based
Modelling (ABM), with Exa-operations, Exa-Flop/s, . . .
Future High Performance Computing (HPC), supercomputing, and
parallel Multi-Agent Systems (MAS) should become more more
outlasting than implementations from scratch for any architecture
and system generation.
Increasing need to provide advanced network support for creating
demanding high end services.
Software Defined Network (SDN) implementation is in development.
Increased reliability and efficiency regarding operation and emerging
technologies is required for Exascale.
Integrating HEC, MAS, SDN, knowledge resources, and applications.
Goal for future initiatives and projects is an integrated platform for
supercomputing, High End Computing, and mobile computing.
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Panelist Presentations:
High End Computing and Advanced Scientific
Supercomputing: Sustainability, Challenges, and
Prospects with Management and Research (Rückemann)

Challenges on Parallelising Multi-agent Systems (Leitão)

Exa-Intelligence: On Managerial Challenges in
Complex Industrial Landscapes of Risk Case:
Production Ramp-ups in Aviation Industry (Inden)

Software Defined Networks:
Only a hype or the next logical step? (Georgi)

Software Defined Networks (Reddy)

Exa-Intelligence: A scientific application
software’s perspective on fault tolerance (Abu Abed)
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High End Computing . . .

High End Computing is increaslingy driven by physics (and applications).

Latency.

Big data (Volume, Velocity, Variabiltiy, Vitality).

Long-term storage and archiving.

Scheduling issues.

Optimisation and efficiency.

Interactive high end applications.

Complementary needs and perception on research and business?

Integrated collaboration frameworks and concepts for resources, services, and
disciplines?

Validation, verification, error correction?

Redundancy and criticality management?

Knowledge, what?, where?

Classification (Universal Decimal Classification, UDC)?

Content and context?

Interactive communication requirements (quantity and quality).

Data transfer to/from distributed resources (interactive and batch).

Flexible networks?
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Advanced Scientific Supercomputing . . .

Complexity of computing scenarios is steadily increasing.

Development of methods and applications depending on funding, physical
resources, consulting, reliability, high availability, security.

Is software a solution for every problem?

Isolated user groups, no holistic view on context and content.

Who will be the recipients of YOUR work/results?
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Management and Research

Management and Research

Sustainability . . .

Much shorter life-cycle and tender intervals required.

Much less configuration re-inventing cycles required.

Implementation of expertise driven management processes
required.

Overall (external) auditing required.

Challenges and Prospects . . .

Measurement is necessary for improvements and discussion.
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Challenges of disciplines-services-providers application scenarios

Challenges of disciplines-services-providers application scenarios

Integrated Information and Computing Systems (GEXI case study)

Data

objects

vector

raster

aerial

photo

spatial

calculation

measurement

processing

meta objects

interactive

commercial

license

. . .
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Universal Decimal Classification

Universal Decimal Classification

Example excerpt of Universal Decimal Classification (UDC) codes:

UDC Code Description (English)

UDC 55 Earth Sciences. Geological sciences

UDC 56 Palaeontology

UDC 911.2 Physical geography

UDC 902 Archaeology

UDC 903 Prehistory. Prehistoric remains, artefacts, antiquities

UDC 904 Cultural remains of historical times

UDC 25 Religions of antiquity. Minor cults and religions

UDC 930.85 History of civilization. Cultural history

UDC "63" Archaeological, prehistoric, protohistoric periods and ages

UDC (7) North and Central America

UDC (23) Above sea level. Surface relief. Above ground generally. Mountains

UDC (24) Below sea level. Underground. Subterranean

UDC =84/=88 Central and South American indigenous languages
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Information systems and computed classified objects

Information systems and computed classified objects

Example: Region, Pyramid of Maya, Yucatán, México

Kukulkán Nohoch Mul El Meco El Rey

Function: SAMPLE objects from a group and / or location.

Content / context: compute and storage:
objects pyramids, Maya, Yucatán region.

Computation: Selection of media photo objects.
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Knowledge and computing

Knowledge and computing

Environment and geosciences . . .

Short-term results favoured.
Processing.
Simulation and modelling.

Archaeology and natural sciences . . .

Documentation and classification.
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Vision – Way to go: Intelligent, autonomous components

Intelligent components

Intelligent software components,
Knowledge resources,
Interfaces for least invasive operation,
Integrated information and computing systems development.

Knowledge resources: (essential transfer over generations)

Knowledge recognition (expertise) and decision making.
Knowledge documentation, for any aspect of nature and society
(sciences, technical descriptions, tools, cultural heritage, media, . . .).
Long-term means.

Process targets

Holistic knowledge resources creation,
Knowledge resources transfer over generations,
Documentation of requirements and context,
Integrated information and computing systems development.
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Conclusions

Conclusions

Funding (and) multi-disciplinary work and knowledge

Selected challenges and deficits:
(as identified by last years’ INFOCOMP Panel on High End Systems)

Integrating hardware and software solutions!

Scalability, fast and massive I/O and communication solutions!

Automation and autonomous components!

Intelligent components, learning systems!

Education and teaching!

Search for solutions: Intelligent and High End Computing systems:

Multi-disciplinary work (content, context, knowledge).
Sciences (expertise in different disciplines).
Complexity and intelligence (holistic knowledge and components).
No wearout operation with High End Computing and
Supercomputing.
Flexible, fast and massive I/O and communication solutions.
Hardware and software (integration frameworks).
Collaboration and funding.
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Contextualization of MAS

• Distributed Artificial Intelligence 
field

• Society of distributed intelligent 
agents that interact each other to 
achieve their goals

• Suitable to solve large-scale complex problems:
– Planning and scheduling in manufacturing or logistics
– Collaborative management of electrical power systems
– Autonomous traffic systems
– Computational risk management
– High level animation and an emergent field in high level 

simulation
– …
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Problem

• Important note:
– Cluster based distributed memory computing is efficient 

if the processor cores spend most of the time computing 
rather than communicating

– This is however not easy with MAS due to their high 
levels of communication between agents

MAS are distributed systems, but 
what happen if we parallelise a 

distributed system?

Do we need to run MAS solutions 
in HPC/HEC platforms?
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Challenges

• Strategies to divide the global problem into smaller ones?

• How to ensure the high level of messages exchanged 
between distributed agents?

• How to synchronize the parallelized distributed agents?

• How to access huge volume of data in real-time (i.e. without 
delays to feed the agents during simulation)

• Which strategies to dynamically allocate the needed cores 
to fulfill the simulation in the given time?

• How to positively influence the direction of simulation 
making it to converge faster controlling non desired 
situations on the way?
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ABM for Simulation
• Agent-based modelling (ABM):

– Computational platform to analyse, experiment and 
simulate systems populated by agents

– Reproduction of complex phenomena, such as 
evolution and self-organisation

– Examples:  Netlogo, Mason and Repast

• Differences to MAS frameworks:
– MAS frameworks allow building agent-based systems, 

but they haven’t a simulation infrastructure (e.g., misses 
a scheduler and the notion of a "clock")

– ABM frameworks allow agent-based simulation but they 
have not the purpose of developing agent systems (nor 
FIPA compliant)
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REPAST HPC
• Written in C++ and MPI for parallel operations through 

distributed memory computing
• Features for the parallelisation of the agent-based model

– Synchronisation scheduling of events
– Global data collection 
– Automatic management of agent interactions across 

multiple processes
• Supporting cross-process communication and 

synchronisation of the simulation
– distributed across multiple processes (each containing 

several agents)

ABM HPC or parallelisation of 
MAS from scratch?



 11/27/13  

Other Questions
• Are MAS based simulation technics valuable in a 

distributed global system, where normal endpoints 
(such as our laptops) are the cores of an HPC?

[see for instance the SETI@home project]

• What will be the usage of mobile devices in the 
future cloud HPC computing?
– Can this be considered as a future trend? 
– Will this enable the ubiquitous computing and enable a 

greater level of MAS based cloud computing?
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Exa-Intelligence:   

On Managerial Challenges in   
Complex Industrial Landscapes of Risk  

 

 

Case:  

Production Ramp-ups 

in Aviation Industry 
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  On Computational Challenges in Complex Industrial Landscapes of Risk  

Some Theses   

1. Demand for computational power in real (and digital) economy  

is crucial to drive and keep step with change.  

2. Capacity is “going service”  

In far most of applications not “power” will be the problem  

but architectures making capacity available for solutions.  

(Sources e.g.: Panels Infocomp 2011 / 2012, FP/8 Horizon 2020) 

3. The challenge is to adjust architectures of capacity demand  

and of capacity services to each other – e.g. in terms of 

• Computation / communication in processing  

• Homogeneity / heterogeneity of the problem   

Heterogeneous 

End-to-end operations’ networks 

(large scale of different activity/objects)  

Homogeneous 

Continental weather model 

(multiple identical cells)  

Making homogeneous 

Translating Operations networks 

into a landscape of operations’ risk 
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http://d2n4wb9orp1vta.cloudfront.net/resources/images/cdn/cms/0911hpc_Airbus_Fuselage_drawing.jpg 

Distributed Operations’ and Operations’ Management System 

Landscape of Coupled Risks across Factories 
(the whole picture)  

ARUM project 
fuselage  

sections 16-19 

~ 120 aircrafts / year  

~ 6 million parts / aircraft 

10 main factories  

3000 1st / 2nd tier suppliers 

> 1 million processes (estimate) 
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  Distributed Operations’ and Operations’ Management System 

Landscape of Coupled Risks in a Factory  

Boeing 737 assembly line in the 1980s and 1990s, Renton, WA   

path of failure  

propagation  

 

All is assembly  

But assembly  ≠ assembly! 

Management cell (station, control area …) 

supposed to manage local risk in a coordinated way 
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  Core Activity of Operations’ Management  

R.E.A.L.    Realise – Evaluate – Act – Learn  

Realise unplanned event   

monitor operations, anticipate, identify, categorize  

Evaluate impact of event and calculate relevance  

estimate expectation value of propagation, compare with threshold of relevance 

  decision criterion:  

P = propagation , EVP = expectation value. α = event, r = event risk, I = impact, L = location  

R = relevance, TR = threshold value of relevance 

Act  on relevant events  

identify / analyse / plan / schedule / implement options, control effectiveness  

Learn how to stabilise system behaviour  

find, structure and tune relevant control parameters to achieve regular behaviour  
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Unplanned 

event 

Link = estimated event risk  

Node = “management cell” = area of responsibility  

Size  = estimated impact (effect at aiming point)  

The Model Underlying  R.E.A.L.  

Interdependent Multi-dimensional Lattice Trees 
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Networking Today

Infrastructure characteristics:

Static configuration

Best-effort service

Over-provisioning

Single domain management

Traffic characteristics:

Highly individual requirements

Unpredictable dynamic flows

Low utilization (on av.)

Traffic across multiple domains

Divergence between infrastructure and traffic characteristics!
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Software Defined Networking
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Future of Networking

Virtual network with 
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Need of Software Defined networks 
Limitations of Current Network 
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Limitations _Contd 

• Difficult to manage the current network traffic and 

increasing demands 

• Can not change dynamically the configuration 

according to network conditions (Reason: many 

complex functions backed into infrastructure) 

• No control plane abstraction for the whole network 

• No network operating systems to have global view of 

network 
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Need of Software Defined networks 
Software defined networks (SDN) 

Definition: 

• Software-defined networking (SDN) is an approach to networking in 

which control is decoupled from hardware and given to a software 

application called a controller. 

 

• The goal is to respond quickly to meet the business requirements 

• Can maintain the traffic from centralized control without having to 

touch the switches.  

• Can change the rules, prioritize the blocks to manage the traffic 
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Need of Software Defined networks 
Overcoming the problems with SDN 

• Separate control plane and Data plane entities 

• Run control plane software on general purpose 

hardware 

• Programmable data planes 

• An architecture to control entire network 
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Need of Software Defined networks 
Benefits of software defined network 

• Lower operational expenses  

• Flexibility – service providers can develop their services 

by using standard tools 

• Improved uptime by eliminating manual intervention 

• Better management for service provides through virtual 

network 

• Planning the resources through better visibility into 

network 

• Infrastructure savings by separating control pane 

and data plane 
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Need of Software Defined networks 
Promises of software defined network 

• Emerging network architecture to unlock the 

innovation and upgrade the networking efficiencies 

• It is the network that decoupling of the network control 

layer from the data transport layer. 

• It is dynamic, adaptable, manageable and cost-effective 

• Cloud computing is also driving the need for SDN 

• Facilitate network automation, virtualization, and 

policy management 
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Need of Software Defined networks 
Current status 

• The IETF is investigating models of SDN for feasible technical 

approaches 

• Simultaneous to SDNRG’s study, other IETF (internet emerging task 

force) Working Groups have started their own efforts in SDN 

• SDN, especially OpenFlow, has already been used in a carrier’s 

production network to provide virtualized ne 

• Until recently, the IP/MPLS network settings of tunnel LSPs to carry 

user’s traffic were statically and manually configured at routers. As a 

result, it was technically difficult to deal with a scenario in which 

source-destination pairs of LSPs frequently changed. SDN’s logically 

centralized approach has the capability to solve this kind of technical 

challenge. 
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Challenges 

• Will it change the nature of IT  

• Does it requires resources around cloud?  

• Do we need better support of cloud deployments 

• Can it Control entire data from single location 

• Will SDN help to spin up new applications 

• Will it enhance the IT security 

• What are the design challenges 

• Does it Require more intelligence in decisions 
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Future of Software Defined Networks 

• SDN is still in its infancy 

• Evolutionary approach to network architecture -  

programming network devices to modify their behavior 

• Amazon and Google are already starting to use SDN 

• Future  development of new applications and services that 

make the most of SDN 

• The development of new applications and services that 

make the most of SDN 

• Impact on hardware manufacturers and Business 

• High security level at networking – user control  
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Status: Fault-tolerance (FT) on peta-scale 
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Almost all FT Techniques 
are based on a global  

checkpoint-restart recovery model 

Indiscrimination between 
different types of faults 
 
•  Permanent node crash 

•  Detected transient errors 

•  Network errors 

•  File system failures 
 

Some exceptions exist, but: 
 
•  Sporadic attempts in some components 
•  Higher level of software stack does not cope 

with faults (Runtime system) 
•  No fault detection and management across the 

software stack 
•  Due to lack of communication and 

coordination between 
•  software layers and components 
•  Application and supporting libraries 
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Status: Fault-tolerance on exa-scale 
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Checkpoint-restart recovery model 
on exascale systems 

WILL NOT BE ENOUGH ! 

Why: 
 
•  Increased failures. 

•  Time for CP/R will exceed the mean time to failure of system. 

•  Possibly no application will run to the end. 

•  Increased runtime/power costs due to CP/R. (CP/R is expensive) 

•  Hardware level reliability improvement is expensive. 
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Vision: Intelligent exascale fault tolerance 

Goal: Running applications until their normal termination,  
despite the essentially unstable nature of exascale systems. 

 

Detection Localisation Containment Recovery 

Intelligent Fault Tolerance Mechanism 

Application 

Programming Model 
& Libraries 

Runtime Environment 

Batch & Resource Management System 

Operating System & Network Services 

Computing Platform Hardware 
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