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Directions in ML

Need to understand intent and importance in audio and video
e Major progress on: detection, categorization, embeddings, 3D
modeling, people-centric information, action/interaction recognition
e missing piece: need to determine what to leave out
o want a synopsis for authored (and situated) media

o want less constrained interactions for live situations

Generating new creative content can help highlight shortcomings

(as well as providing useful content)



Understanding: Starting from...

Classification Detection Embedding

Images = Labels Images = Labelled Boxes or Regions Images = Features

$

Similar Images and Labels

G




Deep-learned visual features

Videos with noisy labels

Mean Average Precision
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Inception model
trained on noisy
data (images)

Frame-level

Bottleneck
embedding

layer (1000-d)

Comparison of Features on Video Annotation

+80%
mean avg.
precision

40x more compact features
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Dimensionality

[Natsev, et al.]

Video-level

- Max pooling

- Avg pooling
- VLAD pooling

® Deep learned visual

features, VLAD coding:
1024-d, 0.272 MAP

€ Handcrafted audio-

visual features:
~40K-d, 0.153 MAP



Improving detection in video (starting from images)

Precision Rate

Precision vs Recall: all

\

NWN —

Fusion across multiple audio-visual models
Fusion across multiple vision models
Domain adaptation + fusion across frames

Photo annotation model applied on video frames

Recall Rate



Improving detection in video (starting from images)

Precision vs Recall: all

NWN —

> 2x recall gain

Precision Rate

Recall Rate



[Veit, Alldrin, Chechik, et al.]

Images/Videos = Labels

3 @ 9. = 7:30

squirrels

Automatic tagging and search!



[Juan, Lu, Li, et al.]
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Spectrum of semant

super car

2010 lamborghini Gallardo

lamborghini huracan
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lamborghini aventador camouflage

lamborghini aventador red

2016 lamborghini aventador white




[Veit, Belongie, Karaletsos]

Disentangled visual similarity

Disentangled visual attributes.
The model is able to rank/filter images by different attribute dimensions.

disentangled attribute dimensions . . .
Entangled Visually Fine-grained

@ =
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[Juan, Lu, Li, et al.]

Image-text co-embedding

Bridge the visual and text domain with multitask, multimodal learning
e Multimodal: Knowledge in one domain helps learning in the other
e Multitask: vast amount of visual-text and NLP data at Google
e Generic models to be used / fine-tuned for cross-domain inference / learning cases

cute kitten

2016 white lamborghini aventador

lamborghini aventador 1p700-4 blanco

/m/0g53cct

Image: photo, video frame
Text: query, text snippet, annotation

‘ The best pics of pups and Google | @ Youlube
super cars on Instagram




Specialized embeddings

(e.g., products)

https://cloud.google.com/vision/
product-search/docs/

1d: 2cfe74729672b134
0id: '746466cd0c68£340_0'
Label: /m/03gx245:Top__token_ Label: /m/047vImn:Outerwear__token__
/m/01d40f:Dress__token_

Score: -1

1d: c680bf2{86f12af0

Oid: '15f02d3eafd5291f 0'

/m/03gx245:Top___token__

Distances: 0.3336423
Knn index: 0

1d: 5¢934b2af8121ca6
0id: '590c256eb9aldsfe_0'

Label: /m/01d40f:Dress__token__
/m/03gx245:Top__token__
Distances: 0.3546911

Knn index: 1

1d: 2b2b6970e6df7186

Label: /m/047vimn:Outerwear__token__ 1]
/m/03gx245:Top__token__ A
Distances: 0.38176578 i
Knn index: 2 H

0id: 'dede1ddb00866dad_0" q

1d: ad4b719d3f4e75ee5
0id: '01491c919d4dc3e6_0'

Label: /m/03gx245:Top__token_ Label: /m/03gx245:Top__token_|

1d: 463c3c0843d7aaa8
0id: ‘e]124cde8b3861583_0"

Distances: 0.2568332

Knn index: 0

1d: 85815835918b1b40

Oid: '00a5da431dd769a¢_0'
Label: /m/06rre:Shoe___token__
Score: -1

1d: ba6f13d698a989ca
Oid: '1466d86915153e17_0"

Label: /m/O6rre:Shoe___token__

Distances: 0.304982
Knn index: 0

005de95cecfe
1a26bdb6933326_0"

pn:Pants___token__
i

1d: 35b269d9d9ca245d
Oid: '67f8ab62f10a0763_0"

Jn/01bfm9:Shorts__token__ Label: /m/01bfm9:Shorts__token__
h

‘mhn:Pants__token__
Distances: 0.28681934
Knn inde;

1d: 7352a18b0a88d8f9
0id: '39d14a2bacd6fafl_0'
Label: /m/07mhn:Pants___token__
Distances: 0.29867345
Knn index: 1




[Juan, Lu, Li, et al.]

Use cases in Search and Lens

@ Good Housekeeping Fo < D
51 Best Living Room Idea@ - Stylish

Living Room Decorating Designs

Blue Velvet Sofa in Living Room

Images may be subject to copyright. Learn More

RELATED IMAGES SEE MORE

B HmeD or Sales - Bes! F 9 Ways t Sty! G rey Sofs

cccccccccccccccccccccc

A L' lﬁ |
Lens in Google Images Lens natural world, similar products, gleammg
similar images, among other improvements

-




Using Video to help with Object Recognition in Images

Weak, noisy Labels from:
e meta-data, comments
e labeling using image-trained networks
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[Hartmann, Grundmann, Hoffman, et al.]



Weakly & Self-Supervised Learning from Video

\ Candidate Set of Hard Positives:
Semantically consistent frames
from dense trajectory tracking




Using consistency signals for supervision

Goal: Pose-insensitive person embedding (i.e., PersonNet)

Solution: 360 degree pose samples from large image / video corpus + tracking +
clustering + user feedback signals

video + tracking — 360° pose training samples



Understanding: Starting from...

Classification Detection Embedding

Images = Labels Images = Labelled Boxes or Regions Images = Features

$

Similar Images and Labels

G




Understanding: ... adding in...

3D perception Person-centric Models Action/Interaction
Images = 3D Focus, Pose, Speaker Models ReCOgnltlon
relationships
single image shoot ball
Predicted depth
kick ball

pour




[Zhou, Brown, Snavely, Lowe]

YouTube = 3D models of scenes & people

What 3D structure can we learn from watching internet video?

Training: Multiple views




[Zhou, Brown, Snavely, Lowe]

Beyond direct supervision

Depth network

g h m Predicted depth
> —_—

ose Also can learn to predict relative poses! What you need for training:
[Zhou et al. 2017]
[Vijayanarasimhan et al. 2017] Lots of pairs of images of
| [Mahjourian et al. 2018] the same scene from

different viewpoints, with
known camera pose

Y

_| Render* image A 5| Compare with
into pose B image B




Learning depth and camera pose via view synthesis

I
* Joint Training 4-- *
74
J W

Single-view depth Relative pose
[Zhou, Brown, Snavely, Lowe. Unsupervised Learning of Depth and Ego-Motion from Video. CVPR 2017]




Beyond depth maps: Learning layered models

(LDI = layered
depth image)

Differentiable

‘ LDl Renderer
Target Image T

from camera C

[Tulsiani, Tucker, Snavely. Layer-structured 3D Scene Inference via View Synthesis. ECCV 2018.]



Plane O Plane 9
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Reference input view Plane 13 Plane 16
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Google | @ YouTube
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on people

Rachel

visual speech

[Mori, Pantofaru, Kothari, et al.]

- Better binary and 3D
gaze models

- Dynamic gestures

- Active speaker
detection

- Speech Detection
and Diarization



[Papandreou, Zhu, Kanazawa, et al.]

Focus on people

- Combined person &
face SSD detection
models

- Recurrent models for
detection

- Probabilistic tracking

- Rotation invariance

Google | @@ YouTube



Z. Li, T. Dekel, F. Cole, R. Tucker,
Depth Estimation for Moving People " gy, v wr Freemen

Goal: depth estimation with moving camera and moving people

Results of Our Method

sL 1
“!'Wu o

Our depth predictions*

* Alth 10h we show naeo olr method
| N I D) 0 /3307




Z. Li, T. Dekel, F. Cole, R. Tucker,

Depth Estimation for Moving People " gy, v wr Freemen

|dea: leverage MannequinChallenge dataset of frozen people!

Approach:
Learn the depths of moving people by watching frozen people

MannequinChallenge Dataset:
» 2000 YouTube Videos
« People frozen while camera is moving
» Diverse scenes, natural human poses

> > o) 030/330




Z. Li, T. Dekel, F. Cole, R. Tucker,
N. Snavely, C. Liu, W.T. Freeman,

Depth Estimation for MOV|ng People CVPR 2019 Honorable Mention

Approach: compute depth for static scene with multiview stereo, and predict depth
for moving people with a regression network

Predicted Depth MVS Depth
Regression
Masked depth Network

Loss at
valid MVS pixels




Z. Li, T. Dekel, F. Cole, R. Tucker,
N. Snavely, C. Liu, W.T. Freeman,

Depth Estimation for MOV|ng People CVPR 2019 Honorable Mention

Result: depth estimation with moving camera and moving people

Results and Comparison for Moving People
1 1 '

DORN (monocular) Chen et al. (monocular)

T B4
2 ry o " ‘2__7 L'

13 ” 1

it W 5 <

? S : S |
5 - - | .

N o = J

ni2 <3S T Sl
Input sequence |

DeMoN (stereo)

Poariwln te)c2:009330




[Gartner, Pirinen, Sminchisescu]

Focus on People: 3D Shape Models

Physical relationships between people in 3D




[Wei, Ye, Mullen, et al.], [Kartynnik, Ablavatski, Grishchenko, Grundmann]

https://developers.qgoogle.com/ar/develop/
java/augmented-faces/

Real time:
- Hand tracking

- Face tracking

" “Palm detection +

i A

estures/, 3D hand landmarks_8

- Expression parsing

Hair
segmentatio

segmentation segmentation k



Action Recognition

Object Recognition = Action Recognition

Examples of "Paint" action in AVA
[Sun, Ross, Vondrick, Pantofaruy, et al.]

[Todd Huffman from Open Images v5]



[Sun, Shrivastava, Vondrick, Schmid, Murphy, Sukthankar, ECCV'18]

Actor-Centric Relation Network (ACRN)

e Faster RCNN looks only at the actors (appearance, pose, etc.)
e Opportunity: model relationship between actor and other objects/people




[Sun, Shrivastava, Vondrick, Schmid, Murphy, Sukthankar, ECCV'18]

Actor-Centric Relation Network (ACRN)

Carry



[Sun, Shrivastava, Vondrick, Schmid, Murphy, Sukthankar, ECCV'18]

Actor-Centric Relation Network (ACRN)

Catch ball

Throw ball




[Sun, Shrivastava, Vondrick, Schmid, Murphy, Sukthankar, ECCV'18]

ACRN Architecture

Region Proposal
Network

2D ConvNet

TxHxWx3
RGB frames

.
' \ -
|H

Relations are extracted

ROI W|th weak supervision.

Pooling Actor N

Feature

l

Relation
Feature

Classification

Refinement

Google

@ YouTube



ACRN Architecture

v

Feature
. Transform )

(" Context )
Feature

¥

. Transform )

HxWxC

[Sun, Shrivastava, Vondrick, Schmid, Murphy, Sukthankar, ECCV'18]

ACRN(A;, I) = f4 de @i, 05 1)

Relation
Network

.................. > H X W X (C’+4)

Hx W x (C+2)

e Pairwise relation between actor and “objects”
e No explicit objectness proposals, use feature cells

e Implemented as 1x1

convolutions

.....
-
.....
.
.
.
.
-

‘e
.
a
a
ey
.
-----

Related work: Santoro et al., A simple neural network module for relational reasoning. NeulPS 2017.



[Sun, Shrivastava, Vondrick, Schmid, Murphy, Sukthankar, ECCV'18]

Visualizations

pour



[Sun, Shrivastava, Vondrick, Schmid, Murphy, Sukthankar, ECCV'18]

Visualizations

smoke listen hug kiss

fight watch eat

grab bend read sit



Understanding: Starting from...

Classification Detection Embedding

Images = Labels Images = Labelled Boxes or Regions Images = Features

$

Similar Images and Labels

G




Understanding: ... adding in...

3D perception Person-centric Models Action/Interaction
Images = 3D Focus, Pose, Speaker Models ReCOgnition
relationships
shoot ball
single image
kick ball

Predicted depth

pour




Understanding: ... but more to go?

Visual (Scene) Features Visual (OCR Text) Features Audio and Speech Features

"Green Revolution"
"agricultural yields"

{ Quick definition: The Green Revolution was a huge increase in agricultural yields due
to better irrigation techniques, X

. > » ) 215/400
KURT GobeL "irrigation techniques"
Person
Visual (Motion) Features Visual (Person) Features (Multi-modal) Semantic and Content Safety Features
N _

| SRR ads profanity religion
- & Damage o_Dsases  orror_ear

e /4 v,%““\”"a 2202, CONTROVERSIALfrearmioummg SEi

Rock music v damage_devastation -
fighting nudity Vehicular_Accidents

dangerous_acts
weapons Acc\der:lsdP\sastsrs B SR
DISHONEST BEHAVIOR  Physical_! V|o|ence
small_weapons bodily_injury | ancuace
bodily_{ flulds ysical abuse  War_ conflict  sex acts
fe_controversy

coma HARM ANATOMY_NUDITY

gt

Animal_Violence



Much of video labeling/segmentation

Surati Locho recipeideosiGujarati Cuisine Reciplss @ y&
can ferment this batter

| for about 8hours and
th i 5
y then steam

AR LI

0.12 Speech x: 0.5
0.00 Dishes, pots,
0.02 Inside, small r
0.00 Cutlery, silven
0.17 Water x: 0.05
0.14 Liquid x: 0.04
0.06 Bathtub (filling
il .00 stir x:0.02
0.00 Sizzle x: 0.02
0.00 Frying (food)
0.01 Water tap, fau
0.04 Fill (with liquid
0.08 Gush x:0.01
0.00 Sink (filling or
0.07 Pour x: 0.01

different than understanding?
not focused on intent (or significance)



Text understanding: more focused on intent

!
Go: gle

i~ Order# 358085 - 1
it | & e
Your innovatian is a key Se;s:,t :Lég:u;;):?
piece to Google's success. Table: P 4
The Google Patent Team A Date: 4/22/19, 1:26 PM

Humble Potato
www . humb 1epotato. com

Fads d Kara-age $7.00
Shichimi Garlic Parmesan Fries $7.00
> = ey tomema et e Banh Mi $13.0(
- | Chicken Katsu Rice Plate $14.(
GOO I e e * R - Subtotal:
REST : Total Tax:
Thank you for filling your - B

1st patent application!

Total:

Your innovation is a key
piece to Google's success.

The Google Patent Team

Comprehensive OCR for
lots of languages

Lens Dining Lens Tip Calculator



Machine Translation:

All about both focus and context

Cutput
Probabilities

Linear

Add & Norm
Feed
Forward
| Add & Norm ;
L Add & Nom Mult-Head
Feed Attention
Forward T 7 Nx
N —
Nx Add & Norm
Add & Norm Masked
Multi-Head Multi-Head
Attention Attention
t At
. S . _J)
Positicnal Positional
Encod '9 G' -
ncoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

{shifted right)

Figure 1: The Transformer - model architecture.

/ Multi-Head Attention \

T~

@caled Dot-Product Attentioh

MatMul

[Vaswani, Shazeer, Parmar,

English German Translation quality

GNMT(RNN) ~ ConvS2S(CNN)  SliceNet (CNN) Transformer

etal]

W BLEV

BLEU scores (higher is better) of single models on the standard WMT newstest2014 English to German translation

benchmark

English French Translation Quality

GNMT (RNN) Convs2S (CNN) Transformer

W BLEU

BLEU scores (higher is better) of single models on the standard WMT newstest2014 English to French translation

benchmark.

Google

€ YouTube



achineT

ranslation:

Il about both focus an

Output
Probabilities

Forward
N —
Nx | (Add & Norm
Multi-Head
Attention
_t
——1
Positicnal &
Encoding
Input
Embedding

I

Inputs

BERT

Multi-Head Attention

Attention

d context

ﬁcaled Dot-Product Allenlioﬁ

[Devlin, Chang, Lee, Toutanova]

Results with BERT

To evaluate performance, we compared BERT to other state-of-the-art NLP systems. Importantly,
BERT achieved all of its results with almost no task-specific changes to the neural network
architecture. On SQUAD v1.1, BERT achieves 93.2% F1 score (a measure of accuracy), surpassing
the previous state-of-the-art score of 91.6% and human-level score of 91.2%:

SQuAD1.1 Leaderboard

Rank Model EM F1
Human Performance 82.304 91.221
Stanford University
(Rajpurkar et al. '16)
1 BERT (ensemble) 87.433 93.160
Al Language
https://arxiv.org/abs/1810.04805
2 ninet (ensemble) 85.356 91.202
oft Research Asia
3 QANet (ensemble) 84.454 90.490
[ Jui 11,2018 | G 3rain & CMU

BERT also improves the state-of-the-art by 7.6% absolute on the very challenging GLUE benchmark,
a set of 9 diverse Natural Language Understanding (NLU) tasks. The amount of human-labeled
training data in these tasks ranges from 2,500 examples to 400,000 examples, and BERT
substantially improves upon the state-of-the-art accuracy on all of them:

Rank Model Score ColA SST2 MRPC  STSB  QQP  MNLi-m QNLI

1 BERT: 24layers, 1024 hidden, 16-heads  80.4 60.5 949 85.4/893 87.6/86.5 89.3/721 867 911 701

2 Singletask Pretrain Transformer 728 454 913 757/623 820/800 885703 821 881 560

3 BILSTM+ELMo+Attn 705 360 904 77.9/849 751/733 BAT/648 764 799 568



Understanding: ... need both focus and context

Significance in Interaction in Intent in
situated video live video authored video




[Beery, Wu, Rathod, et al ]

Static passive monitoring cameras

Sparse, irregular frame rate

Power, computational, and memory constraints.

Many images are empty

Always looking at the same background, objects of interest often habitual



[Beery, Wu, Rathod, et al ]

Data Challenges

(1) Illumination

(4) Occlusion



[Beery, Wu, Rathod, et al ]

All these images have an animal in them

(1) Illumination

(4) Occlusion (5) Camouflage (6) Perspective



[Beery, Wu, Rathod, et al ]

Cameras are static, Objects are habitual!

We want per-camera models that leverage long-term temporal context to:




[Beery, Wu, Rathod, et al ]

Cameras are static, Objects are habitual!

1. Ignore salient false positives




[Beery, Wu, Rathod, et al ]

Cameras are static, Objects are habitual!

1. Ignore salient false positives
2. Improve per-location object classification

Probably the same
| species, If we're

confident about one,
4 that should help us
classify the other




[Beery, Wu, Rathod, et al ]

Our approach (high level)

1. Build (honparametric)

N per-camera model representing

what a camera has seen (a.k.a.
memory bank)



[Beery, Wu, Rathod, et al ]

Our approach (high level)

S" 1. Build (honparametric)
per-camera model representing
what a camera has seen (a.ka.
memory bank)
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2. Give model running on current frame a way to
reference into the memory bank



[Beery, Wu, Rathod, et al ]

Aggregating Features from Memory Bank: Simplified

T 1

C O
0O © 0 @) O Nearest
O o 0O Neighbors
OO O
© 00 O
@)
® °7 5 g0 4 °
O
O ®
Project object proposals O O

to embedding space o O

Contextual Embedding Space



[Beery, Wu, Rathod, et al ]

Aggregating Features from Memory Bank: Simplified

-

O
O CQ o o Average
o o O features
OO O
O 00 O
O
O @) o OOO . o
O
O ®
@) O
O O
@)

Contextual Embedding Space



[Beery, Wu, Rathod, et al ]

Aggregating Features via Attention

-

O o e [ earn similarity metric
0 © @ O/ ©O e Weighted average over
C ¢ O entire memory bank
0 O
®
© 00 0
O 0 O O
O K O
O O o
O ®
0 0
o O
0

Contextual Embedding Space



[Beery, Wu, Rathod, et al ]

Context R-CNN Architecture

Object Attention
Features Block

!

\%

N I A R B B B B B




Context is
incorporated
based on
relevance

Output Features (Fcontext)

Attention
Block

Softmax

l_’é‘_\

nx2048

FC (f)

.

s norm
nxdl mxd1 X2
FEL) FC (o) FC (v)
nx2048
pool T T
A
NX7x7x2048 Paxel0

Input Features (A)

Context Features (B)

[Beery, Wu, Rathod, et al ]



[Beery, Wu, Rathod, et al ]

Attention is temporally adaptive to relevance

Warthog, Score: 0.998

07.052012 11:37.00  meose

July 2012 W/ %

Thompson's Gazelle, Score: 0.996

x ;‘ ‘ ‘_-‘_M

0.04

August 2010 W




January 2012

003 002

May 2010

[Beery, Wu, Rathod, et al ]

Domestic Dog, Score: 0.999

¢

Opossum, Score: 0.999

003




[Beery, Wu, Rathod, et al ]

Background classes are learned without supervision

Top Detection Score: 0.002

%‘ g ‘!v};

May 2012 Ne— S —




Authored video content: understand intent!

075

o

Hard rock

New zealand Sy, NS
Music “, (@
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RAlternative rock - ,”b %“‘ 7%
Yy

a Stuni
“er,  SUTTIM ¥ S

Atiete
4 S
Motorspont & >

& o <N
Fosis®

00,’

~— global severty
— drugs
harm
— language
— nudity & anatomy

Semantic annotation

Objectionable content
detection and localization

Learned representations



Authored video content understand mtent'

Machine-generated description for this image: "Appears to be: Person playing guitar on Machine-generated description for this image: "Appears to be: Fruits and vegetables at the
the sofa." market."

Person playing guitar on the sofa Fruits and vegetables at the market



Early Steps:

Exploiting Speech to Train Video Representations

e Cross-modal weak supervision: ASR < vision

(exploits co-occurring but noisy speech to supervise representation)
e Multimodal input: audio + video
e Some progress towards longer video sequences

Video BERT [Sun et al., ICCV'19] and Contrastive Bidirectional Transformer [Sun et al., arxiv 2019]



Video BERT

Flip the steak to the Now let it rest and enjoy
other side. the delicious steak.

. Season the steak with | [Carefully place the steak
input text

salt and pepper. to the pan.

e Example 1: Given recipe text, generate sequence of visual tokens
(retrieved from different videos)

Video BERT [Sun et al., ICCV'19] and Contrastive Bidirectional Transformer [Sun et al., arxiv 2019]



Video BERT

t EEEEEEE NN EE NSNS NSNS N NSNS EEEEEENNEEEENEEEEEE

() outpu e
o) S
010 [futures g » RE; ,
P .
ol o W N
£A

SEENEESENEEEN w III.IIIII.IIIIII.III.I.-I‘IIl.l..llll.l.llll“llll.<

e Example 2: Given a video token, predict possible futures
(cocoa & flour mix can get baked and turn into a brownie or cupcake)

Video BERT [Sun et al., ICCV'19] and Contrastive Bidirectional Transformer [Sun et al., arxiv 2019]



[Sun, Schmid, 2019]

Joint video and language representations

Cross-Modal
. Season the steak with | | Carefully place the steak || Flip the steak to the Now let it rest and enjoy Mutual Information
input text 2 =9
salt and pepper. to the pan. other side. the delicious steak. T
NN NN NN NN NN NN NN NN NN NN NN NN NS EEE NN SN NN ‘
7 4 % 3 & Sy 4 \| Cross-Modal Transformer
S, N N, TN N
Lo Je JEw Je ) L J [ JLw [ ]
NN NN BERT Visual Transformer
I EEEEEEEEEEN] IS ESSEE N NSNS EEEENEEEEEEEEEN]
: input P [ feus | [ e | [ | [ 0 [] | [ 2 HE =]l e= o= [ 5= ]
video futures
) O | qi _’y,
- 2 [cLs] chocolate MASK
Q/ideoBERT . B
IEEEEEEEEEEN] I EEEEEENEEEEE NN IIIIIIIIIIIIIIIIIIIIllIlIlIIIIIII
xs

- Understand long videos with self- (time) and cross-modal (ASR) supervisions.
- Leverage powerful models (BERT) and pre-training tasks (masked LM).
- Cross-modal applications: zero-shot action classification, action anticipation, etc.

- Opportunities:

- Automatic video data mining given large vocabulary (Video Search timed anchors).
- Generic feature vectors for long videos (VCA).



Live interactions

Significance
and intent both
come into play

Google | @ YouTube



Early Steps in Situated Perception

BodyPix - Real-time Segmentation in your Browser Natural gestures & smart camera in Google Nest Hub Max

https://qithub.com/tensorflow/tfis-models/tree/master/body-pix Image credit: https://www.dailydot.com/wp-content/uploads/2019/05




Need to understand what to leave out

Media retargeting
as a (small) window
into this problem

https://ai.google.com/research/ConceptualCaptions Google | @YouTube




Retargeting in time

HOW TO

MAKE
ANIMAL
. CUPCAKES

Video ad (1 minute)

Bumper ad



[Chao, Vijayanarasimhan, Seybold, et al ]

Retargeting in time

Dunk Background Dunk

DNN Classifier 4 * *

LR

segment

‘ Sol Pooling
 —| —
'roposals

 —
Segment

o proposal Wy Special moments in video

— Network 1D Feature Map

AR AW f 2D or 3D ConvNet
 —
ST \ulti-scale

Anchor

AR Segments

Input Frame Sequence

Architecture for temporal action localization



Retargeting in space

L: original landscape; R: AutoFlip
[https://www.blog.google/products/ads/level-your-gaming-business-new-innovations-apps




Retargeting in
Space

Deep-learned,
aesthetic cropping

Improves quality and
generates fewer bad crops
by training on millions of
professional-quality photos

[Fang, Zhang]



Directions in ML

Understanding intent and importance in audio and video
e detection and categorization are only part way
also have: 3D understanding, people-centric information,
action/interaction recognition
e missing piece: need to determine what to leave out
o want a synopsis for authored (and situated) media

o want less constrained interactions for live situations

Generating new creative content can help highlight shortcomings

(as well as providing useful content)



