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n Background :: Depth Perception
Binocular cues

monocular cues
Left eye image

Right eye

Right eye image

Left eye

Vergence Eye Movement

Binocular cues are the perception of
depth from the disparity caused by the
different positions of the both eyes.

Monocular cues are the perception of
depth through apparent changes
caused by the position of objects.



n Background :: Difference between AR and MR
Augmented Reality (AR) Mixed Reality (MR)

The 3D object position is recognized by
monocular cues. It is not same as the gazing
position.

The 3D object position coincide with the
gazing position by binocular cues.

Gazing position

3D object position
Gazing position 3D object position



n Background :: Visual Discomfort and Fatigue 

The MR device causes discomfort and fatigue due to the
gap between the eye focal position and the gaze position of
the vergence eye movement.

Analyzing the 3D gaze characteristics of viewers in MR is
the key to solve these problems.

Eye focal position

Gazing position of the 
vergence eye movement

Display



n Background :: 3D Gaze Estimation Method

Environment

Accuracy

Measurement
method

Öney et al (2020) [2] 

MR (Stationary)

The gaze position is the 
gaze vector extending 

from both calibrated eye 
centers.

calibration

Average 110cm
(Range is 90cm~350cm)

Kapp et al (2021) [3]

MR (Stationary)

The gaze position where 
the calibrated gaze 

vector hit the object.

calibration

0.91~5.03cm (2D)
(Range is 50cm~400cm)

Elmadjian et al (2018) [1]

Physical (Stationary)

calibration

The gaze position is 
calculated by regression 

analysis of both gaze 
vectors and gazing targets.

Average 26.6cm
(Range is 75cm~275cm)



n Background :: Analyzing 3D Gaze in MR environments

Öney et al (2020)
3D gaze information was measured during a
visual search task of equivalently positioned
3D and physical objects.
No significantly difference in the resulting
3D gaze accuracies from 3D objects in MR
and physical environments.
※The error of the 3D gaze measures more
than 1 meter. 90cm

150cm

200cm

290cm
350cm



• To analyze the influence of the surrounding physical environment to 3D gaze
measurement in MR.

• To analyze the characteristics of 3D gaze scanpaths of moving targets as well as
stationary targets.

• To develop a 3D eye tracking system.

n Research Aims



n 3D Eye Tracking System

Right eye camera

Our 3D eye tracker

Left eye camera

MR device (See-Through Head-Mounted Display; ST-HMD)
ST-HMD : Moverio BT-30E
Display resolution : 1280×720
Virtual screen size : 40inch (viewing distance
of 250cm)

Camera : KYT-U030-3NF (KAYETON)
Eye camera resolution : 320×240
Capture FPS : 60Hz
Software : Pupil Capture (Pupil Labs) [4]

Eye tracking system



The relationship between both eyes and the visual target

3D eye calibration using visual targets
n 3D Eye Tracking System

The visual targets are created in the virtual
environment to generate binocular disparity to
induce vergence.

3D eye calibration is conducted using the
visual targets placed in this setting.

※ Interpupillary distance is defined by the Japanese average.
※ No significant differences by gender, race, or age group, 
the eye radius was defined as the adult's average.



n 3D Eye Tracking System

𝐺! = 𝑎"𝜃#$ + 𝑎$𝜑#$ + 𝑎%𝜃&$ + 𝑎'𝜑&$ +
𝑎(𝜃#𝜑# + 𝑎)𝜃&𝜑& + 𝑎*𝜃#𝜃& + 𝑎+𝜃#𝜑& + 𝑎,𝜃&𝜑# + 𝑎"-𝜑#𝜑& +
𝑎""𝜃# + 𝑎"$𝜑# + 𝑎"%𝜃& + 𝑎"'𝜑& + 𝑎"(

𝐺. = 𝑏"𝜃#$ + 𝑏$𝜑#$ + 𝑏%𝜃&$ + 𝑏'𝜑&$ +
𝑏(𝜃#𝜑# + 𝑏)𝜃&𝜑& + 𝑏*𝜃#𝜃& + 𝑏+𝜃#𝜑& + 𝑏,𝜃&𝜑# + 𝑏"-𝜑#𝜑& +
𝑏""𝜃# + 𝑏"$𝜑# + 𝑏"%𝜃& + 𝑏"'𝜑& + 𝑏"(

𝐺/ = 𝑐"𝜃#$ + 𝑐$𝜑#$ + 𝑐%𝜃&$ + 𝑐'𝜑&$ +
𝑐(𝜃#𝜑# + 𝑐)𝜃&𝜑& + 𝑐*𝜃#𝜃& + 𝑐+𝜃#𝜑& + 𝑐,𝜃&𝜑# + 𝑐"-𝜑#𝜑& +
𝑐""𝜃# + 𝑐"$𝜑# + 𝑐"%𝜃& + 𝑐"'𝜑& + 𝑐"(

Eyeball pitch angle ( 𝜃& , 𝜃# )
Eyeball yaw angle ( 𝜑& , 𝜑# )
Coefficients (𝑎"~𝑎"(, 𝑏"~𝑏"(, 𝑐"~𝑐"()
3D gaze position (𝐺! , 𝐺. , 𝐺/ )

We use the following polynomial is used to calculate the 3D gaze.
Coefficients are calculated by the least-squares method.

3D Gaze Estimation

Y
X

Z

𝜃
𝜑

Gaze direction

Eyeball model



n Experiment

A room WITH depth cues A room WITHOUT depth cues

We conducted gazing experiments in viewing environments with and without depth cues.
Four subjects participated in the experiment (male, mean age 23.3, vision acuity 1.0 or
better, no health concerns).



n Experiment

Visual targets for calibrations and validations The back-to-front moving visual targets

The experiment consists of the following two tasks.
Task.1 Gazing at 48 stationary visual targets (include calibrations and validations task).
Task.2 Gazing at 11 moving visual targets.



n Results
A. 3D gaze accuracy in this study

Accuracies for the 3D gaze measurement (cm)The 3D gaze measurement accuracy 𝐴𝑐𝑐%0 is measured by

𝐴𝑐𝑐!" =
1
𝑛&
#$%

&

𝑇'# − 𝐺'# ( + 𝑇)# − 𝐺)#
( + 𝑇*# − 𝐺*# (

Visual target position (𝐺', 𝐺) , 𝐺* )
3D gaze position (𝐺', 𝐺) , 𝐺* )

These accuracies were analyzed with two-way Analysis of Variance.
Effects were not found in either the depth cues (F (1, 12) = 0.192, p = .669) or the visual
targets (F (1, 12) = 3.497, p = .086).



n Results
B. 3D gaze for moving targets

Difference in gazing distance 
with movement of the target

The path where each target 
moves and its gazing position

As the visual target approached the viewer, the resulting 3D scanpaths were expected
to follow these approach paths. However, at some distances, the resulting scanpaths
did not show a monotonic decrease.
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n Conclusion

• We would like to stabilize the calibration accuracy as well as to analyze the factors
that caused the accuracy difference between subjects.

• We would like to measure and analyze the scanpaths for other 3D visual target
movements to clarify the physiological characteristics.

Future works

Achievements

• Achieving an average 3D gaze accuracy within 25cm.

• No significant difference in the measured 3D gaze between rooms with and without
depth cues.

• By measuring the 3D gaze scanpath for the back-to-front moving visual targets, we
found that, at some distances, the resulting scanpaths did not show a monotonic
decrease.
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