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Introduction

• Chest Radiograph Interpretation

• Chexpert Dataset

• AP, PA and Lateral Projections

• Multilabel Classification

• Deep Learning for Image Classification

• Five Clinically Significant Conditions 

• Cardiomegaly

• Consolidation

• Atelectasis

• Pleural Effusion

• Oedema

Images from CheXpert Dataset [1]



Methodology

• DenseNet121

• Each Projection Separately Considered

• Transfer Learning

• Multiscale Template Matching

• Data Augmentation

• Labelling Uncertain Samples



Methodology – DenseNet121

Five Layer Dense Block From DenseNet121 [2] 



Methodology –ALL Views
AP PA Lateral

Different projections of radiographs of same patient from CheXpert data Set [1]

• Different orientation of Discriminative Features
• Heart size in AP and PA



Methodology –Transfer Learning



Methodology –Template Matching

Before After

Same radiograph before and after applying template Matching [1]



Methodology –Augmentation

• Enhance data

• Increase data diversity

• Multiple Techniques (Zooming, 

Brightness, Flipping, etc.)

BrightnessOriginal

Horizontal Flip Zooming



Methodology – Label Uncertain with GMM

• Trained GMM for each condition and view separately

• Classify uncertain samples 

• Included them in the training set



Results – Best Model

• Analysis of Variance (ANOVA) 

[F(4, 45) = 5.504, p = 0.001]



Results –Comparison Between Views

• Analysis of Variance (ANOVA) 

[F(2, 27) = 64.677, p < 0.001]



Results –After Removing Uncertainty



Limitations and Future Work

Limitations:

• Insufficient data for each projection

• Same hospital data

Future Work:

• Other deep learning techniques such as transformers

• Co-design studies with radiologists

• Integrate in clinical work flow



Conclusion

• AP out performs PA and Lateral views

• Added techniques improve the model performance

• Relabelling the uncertain with GMM works

• These models can assist radiologist
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