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Abstract

This article presents a study on the dimensionality reduction of 
features from a digital image acquired with a Charge-Coupled 
Devices sensor in an agricultural field, in order to choose the optimal 
number of principal components for reducing feature dimensionality. 
In this context, it has become very important to define a method for 
selecting the optimal number of principal components for 
dimensionality reduction, while retaining only the necessary 
information associated with the main variables that describe the object 
of interest, the Fall armyworms (Spodoptera frugiperda). The results 
showed using Hu invariant moments for feature extraction, 
dimensionality reduction was possible for all analyzed cases, 
preserving the semantic characteristics collected by the sensor 
and prepare them for classification.
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Introduction
- Charge-Coupled-Devices (CCD)

- Charge-Coupled-Devices are the most used imaging sensors for digital image acquisition
- In agriculture, those sensors are usually used to capture images of pests and  plant diseases

- The Fall Armyworm (Spodoptera frugiperda)
- Pests attacks affect the plant production: Economy affected
- Conventional method to identify pests: Executed by humans and manually

- Exhaustive activity and passive of errors
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Introduction

- Dimensionality Reduction
- Complex and high dimensions of the data captured
- Storing and processing the amount of data acquired has become a challenging task
- Transform the original high-dimensional data into a new reduced dataset
- Avoid overfitting in classification models

- Proposal
- Dimensionality reduction optimization when using a CCD sensor-based images to control Fall 

armyworms in agriculture
- Hu invariant moments descriptor for geometrical feature extraction
- The use of Principal Component Analysis(PCA) for feature vector reduction
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Material and Methods

- Digital Image Processing and the Dataset
- A digital image can be defined as a bi-dimensional function f(x, y), where (x, y) are the 

intensity positions, defined as pixel
- CCD’s sensors can capture images in different color spaces, however, the most common color 

space is the Red, Green, and Blue (RGB), which represents the visible spectrum
- Regarding the image acquisition, a dataset was generated using a CCD sensor. This dataset 

is composed of the Fall armyworm images in real maize crops, where the pest was found both 
in leaves and cobs maize

Image features acquired by CCD sensor 6



- Feature Extraction
- The seven Hu invariant moments descriptor have been considered for the extraction of the 

geometric features of the pest
- The first moment is analogous to the moment of inertia of the image and is defined as 

following

- The second moment is a measure of the asymmetry of the image

Material and Methods
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- Feature Extraction
- The third moment is a measure of the curvature of the image

- The fourth is a measure of the concentration of the image's mass around the centroid

Material and Methods
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- Feature Extraction
- The fifth is a measure of the roughness of the image

- The sixth is a measure of the asymmetry of the image with respect to the horizontal axis

Material and Methods
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- Feature Extraction
- The seventh is a measure of the asymmetry of the image with respect to the vertical axis

Material and Methods
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- Principal Components Analysis  (PCA)
- PCA considers an array X of data with n samples representing the number of observations 

and m independent variables

- The principal components are obtained for a set of m variables X1, X2, ..., Xm with means μ1, 
μ2, ..., μm and variance σ2 1, σ2 2, ..., σ2m, which are independent and have covariance 
between the n-th and m-th variable, where Σ represents the covariance matrix

Material and Methods
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- Principal Components Analysis  (PCA)
- The pairs of eigenvalues and eigenvectors are found (λ1, e1), (λ2, e2), ..., (λm, em), where λ1 

≥ λ2 ≥ ... ≥ λm and associated with Σ, where the i-th principal component is defined by:

- The objective is to maximize the variance of Zi where i = 1, ..., m, as:

- The spectral decomposition of the matrix Σ is given by Σ = PΛP′, where P is the composite 
matrix by the eigenvectors of Σ, and Λ the diagonal matrix of eigenvalues of Σ

Material and Methods
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- Principal Components Analysis  (PCA)
- The principal component of greatest importance is defined as the one with the greatest 

variance which explains the maximum variability in the data vector
- The second most important component is the component that has the second highest variance 

and so on
- The normalized eigenvectors represent the main components that constitute the feature vector 

with reduced dimension
- The reduced features are used for the recognition of the patterns of Fall armyworm 

(Spodoptera frugiperda)

Material and Methods
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Results and Discussions

- Image Dataset
- The image dataset represents the Fall armyworm (Spodoptera frugperda) acquired in a real 

environment of maize crop in its five different stages of growth.
- Grouped in 456 images for each stage.
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Results and Discussions

- Feature Extraction
- Hu invariant moments and the feature vector normalization.
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Results and Discussions

- Feature Vector Dimensionality Reduction
- Principal Component Analysis
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Results and Discussions

- Feature Vector Dimensionality Reduction
- Principal Component Analysis

17



Conclusion

A study of dimensionality reduction using Principal Components Analysis (PCA) 
was presented, considering feature vectors composed of Hu invariant moments 
extracted from digital images acquired with the CCD’s sensors. The measure of 
the explained variance ratio to the original data was applied to verify the quantity 
number of principal components necessary to explain the maximum of the 
original data. The first and fourth invariant moments were used to infer the 
estimated size of the Fall armyworm (Spodoptera frugperda). The 
measurements showed that computing two to four principal components was 
sufficient to explain 55% to 80% of the original data. Finally, despite seven 
invariant moments being used, such analysis led to the conclusion that when 
using four principal components, one may achieve the explanation of 80% for 
the original data, with low error, as well as, not a significative variation. For 
future works, it is suggested to extend this research to an unsupervised method 
to reach the selection of the number of principal components to remain with the 
semantic features from a recognized agricultural pest.
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