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Dalmo Cirne is a professional with three decades of experience computer science, mathematics, and 
leadership & management. He has a has a degree in mathematics from SUNY (State University of New 
York) and is passionate about building products and enabling the next generation of leaders and 
individual contributors. 

Throughout this career, Dalmo has seen the world changing at a fast pace and realized that just teaching 
what is already known is an insufficient condition for success. Knowledge itself has to evolve, adapt to 
new realities, and sometimes influence what things will become. 

Among his achievements, Dalmo includes the concept, design, and implementation of one the first 
known automated cash handling and processing systems together with DeLaRue; his contributions to 
RiskMetrics and the participation in its IPO; the creation of one of the first mobile fertility applications 
(attributed to having helped with the first UK’s iPhone baby); building Disney’s presence in the 
smartphone space, starting ScoreCenter (now ESPN app)–the product was a success, earning its own TV 
commercial and winning the prestigious Mobile Marketing Award in Innovation. 

Transitioning to startups in the early 2010s, Dalmo played critical roles in companies like mParticle, where 
he helped taking the company from zero to one and to catapult the CDP (Customer Data Platform) market. 
There, he built not only products, but teams as well. Dalmo began his journey of expanding his learnings 
about management and leadership, in addition to his technical knowledge. At Clarifai, he assembled and 
led the team that brought intelligent computer vision to the DoD (Department of Defense). His work there 
is classified and required him to obtain Secret level security clearance. In addition, with the success of the 
many leadership and management techniques he was using at Clarifai, that period came with an epiphany 
and became the milestone when the concept of his book, Management Streams, was born. 

Dalmo joined Workday in 2020, at the beginning of the COVID-19 pandemic. There, he assembled the ML 
(Machine Learning) and AI (Artificial Intelligence) teams for financials. This was an especially important 
time, because the concepts of Management Streams were put to the test of running teams in an 
unprecedented way. Not only have they been successful growing the org from 3 to 30+ people, but also 
in building many products (e.g., Journal Insights, Expense Protect) released to customers, including 
several on the Fortune 500 list. 

Dalmo is a recognized inventor with one patent granted, and three more filed and under evaluation.



How do trustors build trust with trustees?

• This question comes from the paper “Fostering Trust and Quantifying Value of AI and ML,” which I co-authored and will be presenting later this week at this conference



How do trustors build trust with trustees?

Let us ask ChatGPT

• LLMs will try to make sense of questions you ask and will do their best to provide an answer—whether it is good or not



How do trustors build trust with trustees?
ChatGPT Answer: Trustors can build trust with trustees by: 

1. Communicating openly and honestly: Trustors should communicate their expectations, 
concerns, and feedback openly and honestly with trustees. This helps to establish 
transparency and build a foundation of trust. 

2. Setting clear expectations: Trustors should clearly outline their expectations for the 
trustee's role, responsibilities, and performance. This helps to ensure that both parties are 
on the same page and working towards the same goals. 

3. Demonstrating reliability and consistency: Trustors can build trust by consistently following 
through on their commitments, being reliable, and demonstrating consistency in their 
actions and decisions. 

4. Showing respect and appreciation: Trustors should show respect for the trustee's 
expertise, opinions, and contributions. Expressing appreciation for the



Pretty good

But that was not the answer we were looking for

• The answer was sensible, well-constructed, and quite convincing

• Except that it was not the answer we were looking for



How do we get better results?

We need to take a look at RAG and Semantic Chunking



Word Pairs

Common Uncommon

bread and butter ephemeral tungsten

cause and effect superstitious aardvark

customer service supply and cons

sink or swim yammering introvert

• There word pairs that often appear together in text or common speech. It feels familiar when they are read or heard together

• On the other hand, when words are combined in ways that are not often seen together, it becomes immediately apparent that they are anomalous

• Claude Shannon noticed that and took it into consideration when he proposed what became to be known as Information Theory


• Shannon, C. E. (1948). "A mathematical theory of communication". Bell System Technical Journal. 27 (3): 379–423, 623–656. doi:10.1002/
j.1538-7305.1948.tb01338.x



Embeddings (Words → Vectors) 

bread =

−0.02388945
0.05525852

−0.01165488
0.00577787
0.03409787
−0.0068891

• It is necessary to represent media numerically, so it can be handled by computers

• Embeddings are numerical representations of an asset (e.g., text, image, sound)

• They are represented, stored, and used as vectors

• For simplicity, we are looking at a vector with just a few dimensions, but in reality those vectors have thousands of dimensions

• Natural Language Processing (NLP) tokenize characters, words, sentences, and subwords to create a vocabulary




Clustering

• As a model is being trained (tuning its weights), embeddings tend to settle in a way where clusterings form with semantic meaning

• An intuitive way of thinking about dot products, in this context, is that it measures how well vectors align



“Queen”

• What comes to mind when you read the word “Queen”?



Queen

• Do you think of a monarch, the rock band, or a chess piece?

• The meaning of words are informed by their surroundings



Vector Space
Who wants to live forever?

• The embeddings are not merely representing individual words. They encode information about the position of that word and carry context about the content



RAG (Intuition)

•Retrieval: Fetch semantically relevant text from a database 
•Augmented: Modify the prompt with the retrieved data 
•Generation: Generate LLM output

The idea is to dynamically fetch the most relevant data, then inject it 
into to the LLM prompt for In-Context Learning (ICL)



In-Context Learning

“GPT first produces meta-gradients according to the demonstration examples, and then 
these meta-gradients are applied to the original GPT to build an ICL model.”

“Experimental results show that in-context learning behaves similarly to explicit fine-tuning 
from multiple perspectives."

Source: https://doi.org/10.48550/arXiv.2212.10559

https://doi.org/10.48550/arXiv.2212.10559


In-Context Learning
• Custom content can be provided to an LLM directly in the prompt 
• There should be instructions indicating what is being asked, the content to be 

considered, and how the answer should be returned 
• Consider the size of the context window 
• Too much context could degrade results

prompt = f"""Answer the QUESTION based on the CONTEXT given. 
If you do not know the answer and cannot find the answer in CONTEXT, say "I don't know." 

QUESTION: 
{user_question} 

CONTEXT: 
{rag_context} 

ANSWER: 
"""

• Context window is the amount of tokens a model can receive as input. Its capacity influences how much information can be leveraged to run inferences.



Vector Database

[-0.020832369104027748, -0.016892163082957268, -0.0045676464214921, -0.050845541059970856, -0.025968939065933228, 0.029597047716379166, 0.029987167567014694, 0.029076889157295227, 0.010598239488899708, -0.02435644529759884, -0.009356359951198101, 0.0066352784633636475, -0.026085974648594856, 0.03479863703250885, -0.016554059460759163, 0.00021700383513234556, -0.00967495795339346, -0.055604998022317886, -0.03794559836387634, -0.024018341675400734, -0.021365530788898468, 0.003034802619367838, 0.011066382750868797, -0.004931757692247629, 
-0.0007566688000224531, -0.0024366199504584074, 0.011423991993069649, -0.03157365322113037, 0.010754287242889404, -0.001079329987987876, 0.02993515133857727, -0.03113151714205742, -0.010416184552013874, -0.06137876212596893, -0.01503259502351284, -0.03732140734791756, -0.029414990916848183, -0.01116391271352768, -0.021833674982190132, -0.004444108344614506, 0.003719136817380786, -0.0639275386929512, 0.03451254963874817, -0.05089755728840828, 0.06543600559234619, 0.03576093167066574, 0.029987167567014694, -0.02897285670042038, 0.008205507881939411, 
0.043953437358140945, -0.012347274459898472, 0.03128756582736969, -0.029310960322618484, 0.01815355010330677, -0.0026771933771669865, 0.0016693853540346026, 0.03139159455895424, 0.022444861009716988, -0.02925894409418106, -0.08962339907884598, 0.03651516139507294, -0.004538387525826693, 0.00892722886055708, -0.010143100284039974, -0.01124193612486124, -0.013979272916913033, -0.003044555662199855, -0.023043043911457062, 0.01937592215836048, -0.02775048278272152, 0.02368023805320263, 0.01855667307972908, -0.031599659472703934, 0.03511073440313339, 
0.04905099421739578, 0.022978024557232857, 0.008413571864366531, 0.015630777925252914, 0.016359001398086548, 0.04663225635886192, 0.00504229124635458, 0.022574901580810547, -0.008225014433264732, -0.0685049444437027, -0.006632027216255665, 0.04860885813832283, -0.049649178981781006, 0.0291289035230875, 0.03003918193280697, -0.03807564079761505, 0.06554003804922104, 0.03833571821451187, -0.021092448383569717, -0.04444758594036102, 0.052874162793159485, -0.0014930189354345202, 0.013394094072282314, 0.019297899678349495, 0.04377137869596481, 
0.02343316376209259, 0.06475979834794998, -0.02032521367073059, 0.004164522979408503, 0.005881047807633877, 0.0061151194386184216, -0.016983192414045334, -0.00589080061763525, -0.060338445007801056, -0.012730891816318035, -0.04288711026310921, -0.047854628413915634, -0.021898694336414337, 0.023472175002098083, -0.0033647785894572735, -0.008511101827025414, 0.00483747897669673, 0.03401839733123779, -0.0420028381049633, 0.03856978937983513, -0.014681488275527954, 0.017100227996706963, 0.024304429069161415, -0.03321215137839317, -0.02845269814133644, 
-0.042028848081827164, 0.006082609295845032, 0.05622918903827667, -0.03321215137839317, -0.036099035292863846, -0.018179556354880333, 0.013498126529157162, -0.0038296706043183804, 0.058153778314590454, -0.023589210584759712, -0.03295207396149635, -0.02845269814133644, -0.04387541115283966, -0.017555367201566696, -0.056957412511110306, 0.052718114107847214, -0.02697024494409561, -0.015084611251950264, -0.03227586671710014, 0.011554031632840633, -0.024018341675400734, 0.010949347168207169, 0.040806472301483154, -0.0343565009534359, -0.006329684983938932, 
-0.01286743301898241, 0.032561954110860825, -0.004385590553283691, -0.04236695170402527, 0.016723111271858215, -0.007327740080654621, 0.022366836667060852, 0.01639801263809204, -0.037581488490104675, 0.0011768597178161144, 0.0024171138647943735, -0.02316007949411869, 0.015773821622133255, 0.0296750720590353, -0.008381062187254429, -0.0005652665277011693, 0.010942844673991203, -0.011436996050179005, 0.02290000021457672, -0.03908994793891907, -0.03157365322113037, 0.010981856845319271, 0.006024091504514217, 0.03968813270330429, 0.002987663261592388, 
-0.013589153997600079, -0.006814083084464073, -0.021456558257341385, -0.04702237248420715, -0.0005437287036329508, -0.03955809399485588, -0.007834894582629204, 0.0687130019068718, 0.010858319699764252, 0.023212095722556114, -0.04845281317830086, -0.015214650891721249, 0.03576093167066574, 0.014408404007554054, -0.004912251606583595, 0.009310846216976643, 0.017815446481108665, 0.03185974061489105, 0.03604701906442642, 0.010234128683805466, 0.038777854293584824, -0.015071607194840908, 0.025253720581531525, -0.025084668770432472, 0.021430550143122673, 
-0.02127450332045555, 0.004704188089817762, 0.06964929401874542, 0.007782879285514355, -0.040910504758358, 0.038803860545158386, 0.03258796036243439, -0.06803679466247559, -0.014447416178882122, -0.0004921191721223295, -0.044915731996297836, 0.06866098940372467, -0.05074151232838631, 0.016085917130112648, -0.023368142545223236, -0.009629443287849426, 0.0012873935047537088, 0.04551391303539276, 0.02087138034403324, -0.01622896082699299, 0.05321226641535759, -0.037295401096343994, 0.03165167570114136, 0.0737585499882698, -0.021989721804857254, 
-0.0008932105265557766, 0.043251220136880875, -0.0213785357773304, -0.02654111385345459, 0.01003256719559431, 0.035006701946258545, 0.030299261212348938, 0.02628103457391262, -0.0003712228499352932, -0.04387541115283966, 0.010377172380685806, 0.014733503572642803, 0.021963713690638542, -0.048972971737384796, -0.03329017758369446, -0.01664508879184723, -0.024746565148234367, -0.01855667307972908, -0.002389480359852314, 0.06096263602375984, 0.01462947204709053, -0.03144361078739166, -0.03721737861633301, -0.0057542589493095875, -0.013420102186501026, 
0.002576412633061409, 0.02762044407427311, 0.061690859496593475, 0.013355082832276821, 0.020481260493397713, -0.05310823395848274, 0.019336910918354988, 0.01786746270954609, 0.007243214175105095, 0.015006586909294128, 0.011508517898619175, -0.01434338465332985, -0.00608911132439971, -0.03167768195271492, -0.038127653300762177, 0.014720499515533447, -0.03929801285266876, -0.016163941472768784, -0.012730891816318035, 0.011489012278616428, 0.0411185696721077, -0.012756899930536747, 0.04481169953942299, 0.009883021004498005, -0.012509823776781559, -0.042444974184036255, 
0.020247189328074455, 0.026033958420157433, 0.025760874152183533, 0.01550073828548193, -0.03856978937983513, -0.00033749378053471446, -0.017971493303775787, 0.0022366836201399565, -0.026580125093460083, 0.011105394922196865, -0.03370630368590355, -0.018179556354880333, 0.03760749474167824, 0.047984667122364044, 0.01706121489405632, -0.022457865998148918, 0.0015377200907096267, -0.004167774226516485, -0.00548767764121294, 0.009551419876515865, 0.012958461418747902, -0.02600795030593872, 0.017984498292207718, 0.03113151714205742, -0.01693117618560791, 
0.04278307780623436, 0.023056047037243843, -0.06444770097732544, -0.0014605089090764523, -0.004769207909703255, 0.069389209151268, 0.07172992825508118, 0.004242546856403351, 0.030663372948765755, 0.013381090015172958, -0.07063759118318558, 0.034720614552497864, -0.002859249012544751, 0.03885587677359581, -0.018881771713495255, -0.02300403267145157, 0.01104687713086605, -0.005607964470982552, 0.009304344654083252, -0.016866154968738556, 0.03342021629214287, -0.01347211841493845, -0.003119328524917364, 0.03693129122257233, -0.0493110753595829, 
-0.020390233024954796, 0.009505906142294407, 0.0021196480374783278, 0.03357626497745514, -0.0009029635111801326, 0.019466951489448547, -0.03518875688314438, -0.042054854333400726, 0.07297831028699875, -0.031105509027838707, 0.007808886934071779, -0.05456468090415001, -0.029727086424827576, 0.007899914868175983, 0.03386235237121582, -0.041794776916503906, -0.047126404941082, 0.009193810634315014, 0.016970187425613403, 0.0042327940464019775, 0.059922318905591965, 0.07625530660152435, 0.0050520445220172405, -0.02733435668051243, 0.009733475744724274, 
0.0036866269074380398, 0.0046846820041537285, 0.038777854293584824, 0.00653449771925807, 0.038777854293584824, -0.019831061363220215, -0.011222430504858494, -0.03183373063802719, -0.009713969193398952, 0.05357637628912926, 0.026515105739235878, 0.002062755636870861, 0.004001973196864128, 0.005624219309538603, 0.017958490177989006, -0.028504714369773865, 0.01613793335855007, -0.02534474804997444, 0.06288722157478333, 0.04449960216879845, 0.0032201092690229416, 0.02344616688787937, 0.007132680155336857, -0.022405849769711494, 0.003010420361533761, 
0.012711385264992714, 0.0033420217223465443, 0.01191814336925745, -0.007217206060886383, 0.029701080173254013, -0.020364224910736084, 0.043277230113744736, 0.016033900901675224, -0.019831061363220215, -0.0007131867459975183, -0.03945406153798103, 0.009804997593164444, -0.013381090015172958, -0.008764679543673992, 0.0014206842752173543, 0.03170369192957878, -0.05172981321811676, -0.0010061826324090362, 0.009440885856747627, 0.035942986607551575, -0.022639920935034752, 0.05617717280983925, 0.032561954110860825, -0.012048183009028435, 0.05472072586417198, 
0.007711357437074184, 0.002955153351649642, -0.028400681912899017, -0.03386235237121582, -0.10382373631000519, 0.002826739102602005, 0.008842702955007553, 0.027438387274742126, -0.026320045813918114, -0.02560482732951641, 0.017542362213134766, -0.01583884097635746, 0.017386315390467644, -0.030403293669223785, 0.01801050640642643, 0.01801050640642643, -0.0020790104754269123, -0.0091352928429842, -0.03248393163084984, 0.026606133207678795, 0.02573486603796482, -0.05282214656472206, -0.05440863221883774, 0.011053378693759441, -0.02015616185963154, 
0.06944122910499573, 0.04049437865614891, 0.013836229220032692, 0.04390142112970352, 0.027308348566293716, 0.01083231158554554, -0.01869971677660942, -0.011671068146824837, 0.045409880578517914, 0.002864125417545438, -0.021989721804857254, -0.032301872968673706, -0.013979272916913033, 0.004086499102413654, 0.00123700313270092, -0.016007892787456512, -0.01977904699742794, 0.024486485868692398, 0.03368029743432999, -0.03706132993102074, 0.004008475225418806, -0.028088586404919624, 0.009551419876515865, -0.011651561595499516, -0.014499432407319546, 
0.03802362456917763, 0.014616467989981174, -0.012256246991455555, -0.035786937922239304, -0.004333574790507555, 0.05230198800563812, 0.022015729919075966, 0.0026836954057216644, 0.019987110048532486, -0.009089778177440166, -0.04262702912092209, -0.003943455405533314, 4.9374466470908374e-05, 0.03833571821451187, 0.020819364115595818, 0.010793299414217472, 0.04938909783959389, 0.08062464743852615, 0.05482475832104683, -0.003478563390672207, 0.015045599080622196, 0.020936399698257446, 0.02153458259999752, 0.03495468571782112, -0.035812947899103165, 
-0.0017035207711160183, 0.03984418138861656, 0.004320570733398199, 0.0004149080778006464, 0.019557978957891464, -0.032822031527757645, -0.011085888370871544, 0.017425326630473137, 0.0269442368298769, -0.037737537175416946, -0.034460533410310745, 0.03240590542554855, 0.011833617463707924, -0.03958410024642944, -0.0063036768697202206, 0.008420074358582497, 0.024980636313557625, 0.007295229937881231, -0.014070301316678524, 0.012074191123247147, -0.03953208401799202, -0.023498183116316795, 0.006918114610016346, 0.04959716275334358, -0.02790653146803379, 
0.005965573713183403, -0.03401839733123779, -0.026463089510798454, 0.01704821176826954, -0.016879159957170486, -0.00747728580608964, 0.007782879285514355, 0.022678932175040245, 0.00480496883392334, 0.028478706255555153, 0.015682794153690338, 0.0011061506811529398, -0.007880409248173237, 0.035526860505342484, -0.013459114357829094, -0.025539807975292206, 0.012223736383020878, 0.0015108993975445628, -0.02111845649778843, -0.020338216796517372, -0.008855707012116909, 0.00585178891196847, -0.0012695130426436663, -0.02150857448577881, 0.013901249505579472, 
0.009512407705187798, 0.020091142505407333, -0.006924616638571024, -0.019662009552121162, 0.01427836436778307, 0.0010403180494904518, 0.015890857204794884, 0.04925905913114548, -0.01910283975303173, -0.01321203913539648, -0.01582583785057068, -0.01427836436778307, 0.019974105060100555, -0.028530720621347427, -0.007951931096613407, -0.005955820437520742, 0.024174390360713005, 0.03006519004702568, 0.022834980860352516, -0.030923452228307724, -0.0009362862328998744, 0.009369364008307457, 0.015318682417273521, 0.003793909680098295, -0.032822031527757645, 
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-0.030429301783442497, -0.04689233377575874, -0.011866127140820026, 0.0067685688845813274, -0.017659397795796394, -0.022587904706597328, 0.008010448887944221, -0.0006477605202235281, 0.016215957701206207, 0.03560488298535347, -0.0015125249046832323, -0.0020578789990395308, -0.012405792251229286, 0.04606008157134056, -0.010019563138484955, 0.037425439804792404, 0.008816694840788841, 0.028530720621347427, -0.014811527915298939, 0.020221181213855743, 0.013042987324297428, 0.006105366162955761, 0.0381796695291996, 0.024551505222916603, 0.009122288785874844, 
0.02801056206226349, 0.0005205653724260628, 0.004304315894842148, -0.020208178088068962, -0.010611243546009064, -0.012899943627417088, 0.009655451402068138, -0.0027682213112711906, -0.009239324368536472, 0.02369324304163456, -0.025240715593099594, 0.03862180560827255, -0.034850653260946274, 0.026892220601439476, 0.028140602633357048, -0.019128847867250443, -0.002392731374129653, -0.020767347887158394, 0.006729557178914547, 0.014850540086627007, -0.0025195202324539423, 0.0013597281649708748, -0.020208178088068962, 0.030377285555005074, 
-0.01681414060294628, 0.0291289035230875, -0.011814111843705177, -0.004187279846519232, 0.010500709526240826, 0.045539919286966324, 0.02504565566778183, -0.002235058229416609, 0.059922318905591965, 0.005097558256238699, -0.020819364115595818, -0.012893441133201122, 0.0008940232801251113, 0.021287506446242332, 0.0332641676068306, 0.0179975014179945, -0.009726973250508308, -0.012243242934346199, -0.01717825047671795, 0.007308233994990587, 0.02477257326245308, -0.00373864290304482, -0.02452549710869789, -0.008680153638124466, -0.007789381314069033, 
0.06517592072486877, 0.0182705856859684, 0.005464920774102211, 0.0015937996795400977, 0.038907893002033234, -0.005110562313348055, -0.009369364008307457, 0.009648949839174747, 0.0025812890380620956, -0.0008550113416276872, 0.03224985674023628, -0.0025780380237847567, 0.02842669002711773, -0.01347211841493845, 0.0036508659832179546, -0.013901249505579472, 0.0035890971776098013, 0.0016856403090059757, -0.04197683185338974, -0.019193867221474648, -0.01124193612486124, -0.04293912649154663, -0.005650227423757315, 0.01907683163881302, -0.017672402784228325, 
-0.0006688919966109097, -0.012821919284760952, -0.005572203546762466, 0.03950607776641846, -0.0005368203273974359, -0.0028966355603188276, 0.004382339771836996, 0.006280920002609491, -0.000388290558476001, -0.009265332482755184, -0.04143066331744194, -0.003215232864022255, -0.014356388710439205, -0.009726973250508308, -0.03916797414422035, 0.013166524469852448, -0.031339578330516815, -0.0010281268041580915, 0.02710028365254402, -0.003290005726739764, -0.016970187425613403, -0.015929870307445526, 0.0013865488581359386, -0.009044264443218708, 
0.0002651591785252094, -0.014785519801080227, -0.01947995461523533, -0.010871322825551033, -0.014135320670902729, 0.00511381309479475, 0.014785519801080227, 0.04351130127906799, -0.0038524277042597532, -0.0009094655397348106, -0.005536442622542381, 0.012145712971687317, -0.010097586549818516, -0.0126528674736619, -0.021157467737793922, 0.0015742937102913857, 0.01524065900593996, 0.03102748468518257, 0.0007672345382161438, -0.016202952712774277, 0.0056924899108707905, -0.0023878549691289663, -0.031079500913619995, -0.015617773868143559, -0.0008761428180150688, 
0.010884326882660389, -0.03591698035597801, -0.012171721085906029, 0.026216013357043266, -0.033784326165914536, -0.005471422336995602, -0.0009752981131896377, -0.02303004078567028, 0.010474702343344688, 0.0016263095894828439, 0.04052038490772247, -0.04262702912092209, -0.001737656188197434, 0.0013280309503898025, 0.0006432904046960175, -0.000704246514942497, -0.013049488887190819, 0.008400567807257175, -0.0038719335570931435, 0.03628109022974968, -0.01825758069753647, -0.013446110300719738, 0.016437023878097534, 0.014031289145350456, 0.04304315894842148, 
-0.01355014182627201, 0.009993555024266243, 0.001098835957236588, 0.026203010231256485, 0.027646450325846672, 0.037555478513240814, -0.043797388672828674, 0.0014596962137147784, 0.0067620668560266495, 0.0028446195647120476, -0.01924588344991207, -0.009297842159867287, 0.0013589153531938791, 0.028374673798680305, 0.001076078973710537, 0.015305678360164165, -0.04429154098033905, 0.010572231374680996, -0.012425297871232033, -0.03240590542554855, -0.01293245330452919, -0.0033615275751799345, -0.022028733044862747, -0.0018319350201636553, -0.007893413305282593, 
-0.018998807296156883, 0.0441875085234642, 0.01198966521769762, 0.016411015763878822, -0.038647815585136414, 0.021079443395137787, 0.0036443639546632767, 0.005373892839998007, 0.031911756843328476, 0.007639835588634014, 0.060026347637176514, -0.02746439538896084, -0.038803860545158386, -0.014668484218418598, -0.03464258834719658, 0.0336022712290287, -0.022509880363941193, -0.0253057349473238, 0.04509778693318367, 0.009577427990734577, 0.02681419625878334, 0.002550404518842697, -0.0007863341015763581, -0.017529359087347984, -0.0063849519938230515, 
0.0019164608092978597, 0.023511186242103577, -0.006219150964170694, 0.006199645344167948, 0.02990914322435856, -0.008959738537669182, 0.0007680472917854786, 0.015331686474382877, -0.009037762880325317, -0.026476092636585236, -0.0017132736975327134, -0.018712719902396202, -0.021716639399528503, -0.0020383731462061405, -0.015890857204794884, -0.020624304190278053, -0.012191226705908775, -0.024070357903838158, -0.0003700037195812911, 0.014005281031131744, 0.03240590542554855, -0.010793299414217472, 0.0006957126897759736, 0.0014718874590471387, 
-0.038907893002033234, -0.012100199237465858, 0.01095584873110056, -0.024278420954942703, -0.006391453556716442, 0.03237989917397499, 0.008355054073035717, -0.0001434501027688384, 0.02707427553832531, 0.012418796308338642, 0.010214622132480145, -0.015227654948830605, 0.024707552045583725]

"The quick brown fox jumps over the lazy dog” = 

• Vector databases are used to perform semantic similarity searches using techniques like the Approximate Nearest Neighbor (ANN) algorithm.



Whole Document Chunking

• We can give the LLM more content to be considered when running an inference

• One option is to provide the LLM the whole document as content… however, that may be too much (this screenshot is of the paper I mentioned earlier. You all should 

come to watch my talk tomorrow)

• Imagine a book about how to assemble a computer. It contains sections about CPUs, mother boards, displays, and so on. Now suppose you have a question on how 

to install a hard drive. Would you read the section about keyboards or would you go straight to the hard drives one?



Semantic Chunking

trustworthy. More specifically, the trustor’s act would be to 
invest in building a product and offer it to customers with the 
promise that it will generate value to them; more value than 
what is paid in return for the service. The trustor decides how 
much to invest, and the trustee decides whether to reciprocate 
and give continuity to the business relationship. 
Note that the trustee does not have to be held to similar 
standards for trustworthiness as the trustor. The objective is to 
make them [customers] trusting—above a minimum threshold

{id-7

• Another option, is to limit the content to the portions that would be most relevant to the LLM

• The “chunks” of content would be semantically relevant to what is being asked

• Each chunk is assigned a unique identifier. id-7 is the chunk (and respective text) associated with the embeddings that is closest, in the vector space, to the query

• This is a naive implementation with the sole purpose of explaining the concept. It is not suitable for production environments. There are several tools out there that do a 

great job optimizing chunk sizes




Semantic Chunking

trustworthy. More specifically, the trustor’s act would be to 
invest in building a product and offer it to customers with the 
promise that it will generate value to them; more value than 
what is paid in return for the service. The trustor decides how 
much to invest, and the trustee decides whether to reciprocate 
and give continuity to the business relationship. 
Note that the trustee does not have to be held to similar 
standards for trustworthiness as the trustor. The objective is to 
make them [customers] trusting—above a minimum threshold

system while being aware that a model inference is fallible. 
The framework, however, is not without its challenges. 
There are several other elements to be considered in an  
AI/ML powered system in order for it to gain the trust of its users. 
Good inferences are one of them, but so is data privacy, 
mitigating bias, measuring qualitative aspects, tracking the 
trust level over time, model training automation, and so on. 
The paradigm explored in this paper assumes that trust is 
built by the trustor’s initial act, signaling that the actor is

{
{

id-7

id-6

• Although id-7 is the closest chunk to the query, it may not contain enough information

• A good technique is to fetch the chunks immediate before and after, because they may have complimentary and import information

• There is a good change that the information surrounding a chunk is also relevant




Semantic Chunking

trustworthy. More specifically, the trustor’s act would be to 
invest in building a product and offer it to customers with the 
promise that it will generate value to them; more value than 
what is paid in return for the service. The trustor decides how 
much to invest, and the trustee decides whether to reciprocate 
and give continuity to the business relationship. 
Note that the trustee does not have to be held to similar 
standards for trustworthiness as the trustor. The objective is to 
make them [customers] trusting—above a minimum threshold

as to engage in the Trust Game [2]. These games are 
extensions built on top of Game Theory [3]. Furthermore, trust 
has a temporal element to it. Once established, there are no 
guarantees that there will be a continuation. Therefore, this is 
an extensive form of interaction where both actors collaborate 
and observe each other, reacting to historical actions from one 
another. A global study, conducted by the services and consulting

system while being aware that a model inference is fallible. 
The framework, however, is not without its challenges. 
There are several other elements to be considered in an  
AI/ML powered system in order for it to gain the trust of its users. 
Good inferences are one of them, but so is data privacy, 
mitigating bias, measuring qualitative aspects, tracking the 
trust level over time, model training automation, and so on. 
The paradigm explored in this paper assumes that trust is 
built by the trustor’s initial act, signaling that the actor is

{
{

{
id-7

id-8

id-6

• Following the same principle, id-8 is the chunk immediately after id-7




Semantic Chunking

trustworthy. More specifically, the trustor’s act would be to 
invest in building a product and offer it to customers with the 
promise that it will generate value to them; more value than 
what is paid in return for the service. The trustor decides how 
much to invest, and the trustee decides whether to reciprocate 
and give continuity to the business relationship. 
Note that the trustee does not have to be held to similar 
standards for trustworthiness as the trustor. The objective is to 
make them [customers] trusting—above a minimum threshold
as to engage in the Trust Game [2]. These games are 
extensions built on top of Game Theory [3]. Furthermore, trust 
has a temporal element to it. Once established, there are no 
guarantees that there will be a continuation. Therefore, this is 
an extensive form of interaction where both actors collaborate 
and observe each other, reacting to historical actions from one 
another. A global study, conducted by the services and consulting

system while being aware that a model inference is fallible. 
The framework, however, is not without its challenges. 
There are several other elements to be considered in an  
AI/ML powered system in order for it to gain the trust of its users. 
Good inferences are one of them, but so is data privacy, 
mitigating bias, measuring qualitative aspects, tracking the 
trust level over time, model training automation, and so on. 
The paradigm explored in this paper assumes that trust is 
built by the trustor’s initial act, signaling that the actor is

• We concatenate chunks id-6, id-7, and id-8 and use this text to populate the prompt to the LLM

• Another point worth mentioning is that because chunks’ unique identifiers are being fetched from the vector database, it is possible to cite sources used in inferences



to be trusting and trustworthy, whereas trustees need not be 
trusting nor trustworthy. The challenge for trustors is to provide 
results that are good enough to make a trustee increase their 
level of trust above a minimum threshold for: 1- doing business 
together; 2- continuation of service. We conclude by defining 
and proposing a framework, and a set of viable metrics, to be 
used for computing a trust score and objectively understand how 
trustworthy a machine learning system can claim to be, plus their 
Keywords-artificial intelligence, machine learning, trust, game
I. I NTRODUCTION 
Much is spoken about responsible AI, but the majority of 
those conversations are high-level and focused on defining 
principles—which are important for defining direction—but 
are rarely coupled with the actual operation of ML-based 
Measuring the increase or decrease of trust in this technology is

somewhat in the space of ML-based products, you must have 
heard about the topics of transparency, explainability, safety, 
bias, and so forth. Yet, there are no frameworks to quantify 
and measure those. Producing ever more trustworthy machine 
learning inferences is a path to increase the value of products 
(i.e., increased trust in the results) and to engage in conversations 
with users to gather feedback to improve products. In this 
paper, we begin by examining the dynamic of trust between a 
provider (Trustor) and users (Trustees). Trustors are required 

Semantic Chunking

trustworthy. More specifically, the trustor’s act would be to 
invest in building a product and offer it to customers with the 
promise that it will generate value to them; more value than 
what is paid in return for the service. The trustor decides how 
much to invest, and the trustee decides whether to reciprocate 
and give continuity to the business relationship. 
Note that the trustee does not have to be held to similar 
standards for trustworthiness as the trustor. The objective is to 
make them [customers] trusting—above a minimum threshold
as to engage in the Trust Game [2]. These games are 
extensions built on top of Game Theory [3]. Furthermore, trust 
has a temporal element to it. Once established, there are no 
guarantees that there will be a continuation. Therefore, this is 
an extensive form of interaction where both actors collaborate 
and observe each other, reacting to historical actions from one 
another. A global study, conducted by the services and consulting

system while being aware that a model inference is fallible. 
The framework, however, is not without its challenges. 
There are several other elements to be considered in an  
AI/ML powered system in order for it to gain the trust of its users. 
Good inferences are one of them, but so is data privacy, 
mitigating bias, measuring qualitative aspects, tracking the 
trust level over time, model training automation, and so on. 
The paradigm explored in this paper assumes that trust is 
built by the trustor’s initial act, signaling that the actor is

• In addition to just the chunk closest to the query, we can retrieve the top-n chunks and their immediate neighbors

• How many chunk top-n? That is a bit of an empirical art. Often fetching the top 2 or 3 are enough, but your mileage may vary



Prompt
"""Answer the QUESTION based on the CONTEXT given. 
If you do not know the answer and cannot find the answer in CONTEXT, say "I don't know." 

QUESTION: 
How do trustors build trust with trustees? 

CONTEXT: 
system while being aware that a model inference is fallible. The framework, however, is not without its challenges. 
There are several other elements to be considered in an AI/ML powered system in order for it to gain the trust of its users. 
Good inferences are one of them, but so is data privacy, mitigating bias, measuring qualitative aspects, tracking the 
trust level over time, model training automation, and so on. The paradigm explored in this paper assumes that trust is 
built by the trustor’s initial act, signaling that the actor is trustworthy. More specifically, the trustor’s act would be to 
invest in building a product and offer it to customers with the promise that it will generate value to them; more value than 
what is paid in return for the service. The trustor decides how much to invest, and the trustee decides whether to reciprocate 
and give continuity to the business relationship. Note that the trustee does not have to be held to similar 
standards for trustworthiness as the trustor. The objective is to make them [customers] trusting—above a minimum threshold 
as to engage in the Trust Game [2]. These games are extensions built on top of Game Theory [3]. Furthermore, trust 
has a temporal element to it. Once established, there are no guarantees that there will be a continuation. Therefore, this is 
an extensive form of interaction where both actors collaborate and observe each other, reacting to historical actions from one 
another. A global study, conducted by the services and consulting 

ANSWER: 
"""

• The prompt in itself is another important element to pay attention to

• It has to be constructed in a way that instructs the LLM about intent, includes the original question, augments it with the retrieved content, and specifies expectations 

about the answer

• It is worth experimenting with different formats



Inference Outputs
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Inference 
Result

(Logits)

• The inference results are also known as “Logits.” The unnormalized predictions from a model

• Interpreting their values are difficult 

• They are a value distribution, but not a probability distribution

• Values can be negative and/or much larger than one



Inference Outputs
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Result

• Softmax is the standard way to turn a value distribution into a probability distribution

• The largest values are magnified and the smallest values are minimized



Inference Outputs
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distribution

• Softmax normalizes the inference results into a probability distribution



Softmax Temperature

🧊

🔥

• The Softmax temperature varies the weights given to values from the inference outputs

• This opens the door for creativity, but also to hallucinations



Softmax Temperature

e
x1
T / ∑n

i=1 e
xi
T

e
x2
T / ∑n

i=1 e
xi
T

e
x3
T / ∑n

i=1 e
xi
T

e
xn
T / ∑n

i=1 e
xi
T

2.8
−1.8
0.6
5.1

0.0000
0.0000
0.0000
1.0000

T ≈
🧊 🔥

0 1 2 3

0

• The temperature works by varying the denominator of the Softmax exponents be a value other than 1

• T < 1 will give more weight to the higher values (less creativity, fewer hallucinations). The probability distribution is concentrated on the maximum value

• T > 1 will give more weight to the lower values (more creativity, more hallucinations). The probability distribution is more uniform
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Demo

Code: https://github.com/dcirne/rag_fundamentals

• In the demo we will cover how to do semantic chunking, how to generate embeddings from the chunks, store them in a vector database, retrieve the content, use it for 
RAG, prompt engineering, and how to put everything together to get better answers from an LLM


• Access the code at: https://github.com/dcirne/rag_fundamentals

https://github.com/dcirne/rag_fundamentals


Pipeline

Transactional DB

• Let’s switch gears and discuss how this can be deployed to large scale environments

• Although the transactional database may be the source of truth, operating ML directly on it may have severe performance consequences to users/customers



Pipeline

Streaming

Transactional DB

• The data needs to be extracted and replicated somewhere else

• Implementing an event streaming tool is the first step to extract data from the transactional database

• Changes in the data can be consumed in batches or send continuously as they happen

• Although an oversimplification, an event streaming tool is an implementation of the publisher/observer design pattern. That is perfect for the job at hand, since it will 

notify the observer when data needs to be processed



Pipeline

Data Cleaning & 
Formatting

Transactional DB Streaming

• But before the data can be used for ML, it may need to be cleaned (remove empty or incomplete rows) and formatted (from relational to tabular)

• Implementing a distributed computation tool is necessary for this step



Pipeline

Data Lake

Transactional DB Streaming Data Cleaning & 
Formatting

• The data is ready to be used for machine learning, but it needs to be stored somewhere

• A data lake tool becomes necessary, as they are optimized for these kinds of computations



Pipeline

Model Training

Transactional DB Streaming Data Cleaning & 
Formatting

Data Lake

• Model training needs orchestrated automation

• Regular model retraining, multiple customers, and various data sovereign regions are unfeasible to maintain as a manual operation

• Manual model training should be reserved for research, special purposes, or an emergency situation



Pipeline

Deployment

Model Training

Transactional DB Streaming Data Cleaning & 
Formatting

Data Lake

• Auto-scaling clusters, Remote Procedure Calls, Sharding, and other architectures need to be considered for deployment

• A single computer will not be able to handle all the traffic

• Replicating the same deployment won’t work, since models from all customers won’t fit in memory

• A combination of different options is more likely to be what is needed



Pipeline

Deployment

Transactional DB Streaming Data Cleaning & 
Formatting

Data Lake

Model Training



Pipeline

• The combination of all the elements together can be represented as an orchestrated pipeline



Orchestrated Pipeline

• Now this orchestrated can be replicated in a variety of situations, including, but not limited to disaster recovery locations, multiple regions, and places where data 
isolation is a requirement



Base Model

• In many cases a base model can be trained with general purpose data that does not include customer content, personally identifiable information, or any other form of 
sensitive information


• For instance, concept of an expense report is a universal concept. It has a title, a date, line items, a total, and so on

• The same is true for a job posting. It has requirements such as skills, experience level, location, and so forth



Localized Models

• Base models can be trained with universal concepts

• Then later, other models can be trained on top of the base model using customer data or other restricted data

• At a minimum this saves time and energy, but it also allows for federated training



Federated Deployment

• Many regions/countries have data sovereignty laws or requirements

• The infrastructure has to be brought to those locations and it is not always possible to have personnel at those locales
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