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Open data
• Software should be free

Open source movement

• Data should be free

Open data



History

• Before 2011 – IARIA conferences were published by IEEE CPS
• In 2010 it was decided to move to Open Access
• From 2011 all contributions from all IARIA conferences are available

from thinkmind.org
• The truth is: IARIA has been a pioneer in Open Access



The ThinkMind Corpus

25.76 GB or 
information

38.435 files 
including

index pages
As of May 28th, 2024



Indexing and searching

• Indexing services are somewhat unpredictable
• Driven by money and politics
• It is the same with search engines
• Driven by money and politics
• Open access is now a battleground



Three student projects

Searching the ThinkMind corpus

Visualizing research collaboration

A ThinkMind ChatGPT



Searching the ThinkMind Corpus 
Students: Rakhman Ruslanovich Alkhazurov,  Mikael Fossli, Rinor Krasniqi, 
Tor Einar Horntvedt Molland 
Supervisor: Lasse Berntzen



Aim

• To create a better user interface for the 
IARIA ThinkMind library

• Testing of existing web site to identify 
weaknesses
• Incomplete search results
• Outdated layout
• Some accessibility issues (colors)

• Need for a better searching mechanism

• Creating a better user experience (UX)



Current GUI



Search result



Use Case 
Diagram







Searching



Data 
collection

• Two Python scripts:
• Downloading, parsing, and data 

insertion of .htm files
• Downloading, and data insertion of 

.pdf files



Architecture

Uses Fuse for fuzzy search, nodemon for automatic restart after changes

Presentation Application Data



Visualizing Research 
Collaboration
Students: Martin Havsgård, Simen Sørlie Helgeby, Arman Asadi Laleh
Christoffer André Oseberg, Herman Aleksander Solberg 
Supervisor: Marius Rohde Johannessen



Research collaboration

• Based on the following paper: Marius Rohde Johannessen, Lasse 
Berntzen. A Decade of eParticipation Research. 11th International 
Conference on Electronic Participation (ePart), Sep 2019, San Benedetto 
Del Tronto, Italy. pp.3-14 (Springer)

• Checked for collaboration among researchers.
• Found several clusters
• Made manual visualizations



Aim
• Use the ThinkMind Corpus as a data 

source
• Automate visualizations















Move
focus









Libraries used

• Programmed in Python
• Beautiful Soap (web scraping)
• Pandas (handling data)
• Fitz (handling .pdf)
• Dash (for web application)
• NetworkX (graphs)
• Re (regular expressions)
• Plotly (graphics) 



A ThinkMind ChatGPT
Students: Aldar Ali, Mia Bergseter Jonsrud, Lars Wear Nilsen, Ema Sedyte 
Supervisors: Marius Rohde Johannessen and Lasse Berntzen



Aim

• By combining AI techniques with natural 
language processing and machine learning, 
the goal of the project was to develop a 
chatbot that could assist in finding the right 
documents from ThinkMind in an efficient 
and intuitive way. 

• The chatbot answers questions about 
IARIA's published articles and their 
conferences. 
• For example, you can ask for 

information about a topic, an author, or 
a conference. 

• You can also link to the article(s) that 
the chatbot uses to answer the 
question.



Software and 
libraries

• BeautifulSoup4 og PDFMiner
• LangChain (framework for chatbot 

development)
• PineCon (vector database)

• OpenAIs Embedding and Large Language 
Model (LLM)

• NLTK (Natural Language Toolkit)
• Streamlit - Frontend application 

development



https://youtu.be/KzHmMSz_ptk



Indexing

• First, the documents were loaded using DocumentLoaders
• The text was split into smaller pieces for indexing, and for the text to fit in 

the model's context window. 
• The last step in the indexing was to embed these splits and store them in 

the vector database.



Vector database



Embedding



Retrieval and generation

• When a user asks a question to the chatbot, the retrieve function will find 
the best ranked bits from the vector database. 
• The language model then produces an answer by building a new "prompt" 

that takes into account the original question and the data from the retrieve 
function.



TalkMind flow diagram

Best ranked results

The ChatBot uses semantic search and look
For documents relevant to the question in the vector database

Embedded text is transferred and
stored in Pinecone vector database

Formulated answer from best 
ranked pieces of document from 
the vector database

Best ranked pieces of text is sent to LLM

Text 
embedding 
by use of 
OpenAI

Get data from the 
ThinkMind Library

Converting .pdf 
to .txt

The text from the question is 
embedded

Split .txt 
files into 
pieces



Workflow



Example



Example



Example



Example



TalkMind vs. ChatGPT

Scope and Use: ChatGPT has been trained on a large corpus of diverse 
text from the Internet so that it can understand and generate responses 
on a wide range of topics. 

The TalkMind chatbot's knowledge base is more limited, focusing on the 
specific topics or data in the ThinkMind library.



TalkMind vs. ChatGPT

Understanding and context: ChatGPT excels at understanding context 
and generating human-like responses, while TalkMind can have more 
structured and predefined responses based on ThinkMind.



TalkMind vs. ChatGPT

Availability and scalability: ChatGPT is available internationally and 
can handle a virtually unlimited number of simultaneous users. 

TalkMind's availability and scalability are dependent on the hosting 
infrastructure and design.



TalkMind vs. ChatGPT

Development and maintenance: ChatGPT is a pre-trained model that 
does not require continuous development or maintenance on the part of 
the user. 

TalkMind chatbot may require continuous updates and improvements to 
the database, algorithms and integrations.



Three student projects

Searching the ThinkMind corpus

Visualizing research collaboration

A ThinkMind ChatGPT



Future plans

• Integrate the three projects into one
• Move to a cloud-based service
• Examine additional functionality

• E.g. keyword use over time



Thank you for 
listening!

If you want to 
contribute or stay in 
touch:
lasse.berntzen@usn.no


