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Introduction

1 NCHC Hybrid Cloud Platform
Realize hybrid cloud management of private and

public clouds
HPC services are integrated to provide colossal

computing power
Meet various cross-cloud scenarios and Al

applications
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With Cloud Technology

1 Hyper-Converged Infrastructure, Multi-Cloud Management Tools

and Software-Defined Data Centers
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System Architecture

1 Cross-Cloud resource management
invoke the resources of the public cloud for expansion

1 In order to cope with sensitive needs
mark out the privacy zone

.: Gi s o oz 5 = Multi-cloud deployment
SaaS aa HPC Mission | Cross-Cloud Applications | On-premises Applications r N
End User

iService Single Sign On Cidd™

NCHC Hybrid Cloud Platform 4\ Azure
Y Google Cloud

Resource Broker

Public Cloud
PaaS Public Zone / Privacy Zone o
VM & Container K8S
== -- ‘ ' Computing Resource Layer
Rl == = |
4 k8s-c1 k8s-c2 k8s-c3 — T 3
laasS Cloud Service Interoperability !
NCHC
e:@ Q:Q =
Data center - Hsinchu Data cen\tJer\-_Taichung Data center - Tainan

Compute — Storage — Network




User Portal Self-Service

1 Integrate iService authentication
o Provide on-demand services
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8 Create an Instance

7 Each Instance you create is a new server you can use
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INSTANCE SIZE VCPU MEMORY (GB) ROOT DISK (GB)
®  small 2 8 120
O Medium 4 16 120
QO Large 8 2 120

I @  The size of the root disk will be expanded automatically to meet the requirements of the selected base image.
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HPC Missions

J Integrate HPC services by Resource Broker

1 scheduling and management tool for physical and virtualized resources
1 leverage resources through an APl Gateway, including HPC, hybrid cloud, and storage devices
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Cross-Cloud Services

1 Connect with Public Cloud (AWS)

Create v
Projects GOV111027
Update your description in Settings
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Cloud Providers INSTANCES 2
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B AwWS v
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Cross-Cloud Services

a AWS Site-to-Site VPN

a secure and reliable private connection
direct access to the public cloud and on-premises cloud resources
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On-Premises Applications

. Privacy Zone

provide a private portal
] access and manage resources through VDI
1 network isolation and protection of sensitive data
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Conclusions

1 Challenges

(1) Ensuring that sensitive data does not leave the privacy zone
(2) Secure access control when requisitioning HPC resources
(3) Encrypted data transmission

J = Crucial for the future development of our platform
effectively enhance the security of cross-platform
environments and ensure data transmission
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