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Motivation 
➢ Stance Detection (SD)

• SD is the automated identification of an individual’s stance on a specific topic 

based solely on their utterance or authored material.

• Stance labels categorize expressions into InFavor (Support), Against, or None.

• Social media platforms provide a vast amount of information on diverse topics 

fostering SD in social, business, and political applications.

• The inclusion of sarcastic and figurative language in posts drastically impacts 

the performance of SD models.



Illustrative Example
• “I like girls. They just need to know their place”.

– Comment based on Feminist Movement. 

– Sarcastic (Against) comment.

– But looks positive (Support).

• Human evaluator can easily imply its stance but hard for a machine without 

prior sarcasm knowledge.

• That’s why this work proposes sarcasm detection pre-training before SD.



• Intermediate-Task Transfer Learning

– Target Task: SD

– Intermediate Task: Sarcasm Detection

• Sarcastic or not sarcastic 
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• Underlying Model Architecture

– Input layer

– Embedding layer: BERT or RoBERTa

– Deep Neural Networks: CNN, BiLSTM,  and Dense layer

• Problem formulation

– Given a tweet T,  represented as a word sequence (w1,w2,w3, ...wL), with L denoting the 

sequence length, predict its stance regarding a given target. 

– Stance labels are categorized as InFavor (supporting the target/topic/claim), Against 

(opposing the topic), or None (indicating neutrality towards the target).
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Experiments 

Name Size 

Sarcasm V2 Corpus 
(SaV2C)

3,260

The Self-
Annotated Reddit 
Corpus (SARC)

1.1M

SARCTwitter (ST) 994

Batch size Seq length Learning 

rate

epochs optimizer Loss function

16 24 3e-5 to    

1e-9, 1e-10

10-50 Adam Binary cross 

entropy loss

Name Size 

SemEval 2016 Task
6A Dataset (SemEval)

4,063

Multi-Perspective Consumer
Health Query Data (MPCHI).

1,535

Sarcasm Datasets SD Datasets

Experimental Settings



Results



Results



Contributions and Conclusion 
• We introduced a transfer-learning framework that leverages sarcasm detection for 

SD.

• The model underwent separate pre-training on three sarcasm-detection tasks before 

fine-tuning on two target SD tasks.

• We separately fine-tuned RoBERTa and BERT and sequentially concatenated them 

with other deep neural networks. 

• BERT models gave promising results.

• We established the correlation between sarcasm detection and SD through failure 

analysis.

• We showed that not every sarcasm-detection intermediate task improved SD due to 

incongruous linguistic attributes.

• To the best of our knowledge, this is the inaugural exploration of sarcasm-detection 

pre-training applied to the BERT(RoBERTa)+Conv+BiLSTM architecture before SD 

finetuning.



Future work
• We will assess variant BERT or RoBERTa embeddings tailored to health-

related text data.

• We will also concentrate on cross-target SD. 

• We will do a more comprehensive examination of other intermediate tasks, 

including sentiment and emotion knowledge.
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