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Overview of the Problem

Today, one of the critical challenges faced by large enterprises is ensuring

uninterrupted service availability across multiple regions when there is a high

volume of user requests. While the existing cloud providers offer high-availability

services, many of them are available only in selected regions. They don’t have

multi-region availability, which leads to enterprises being vulnerable to potential

downtime.



Approach

Our approach focuses on designing custom cloud platforms for large-scale

enterprises to ensure continuous service availability across multiple regions. We

utilize Kubernetes for container orchestration to guarantee scalability, resilience,

and optimal performance. Additionally, we integrate Istio service mesh to enable

secure, seamless communication, fine-grained traffic control, and

comprehensive monitoring.



Architecture

Our architecture utilizes the Istio service mesh to facilitate secure and

scalable communication between microservices.

A multi-primary Istio configuration across clusters in different regions

ensures high availability and resilience.

 A custom load balancer efficiently manages routing and minimizes latency,

while Istio’s failover mechanism guarantees seamless traffic management

and service continuity, even in the event of zone outages.



Architecture Diagram



Implementation Details (Istio Integration)
Multi-Primary Setup: Istio is integrated into the local KIND development

infrastructure using a multi-primary approach, leveraging its mesh

capabilities across both availability zones within a region.​ A multi-primary

Istio configuration across clusters in different regions ensures high availability

and resilience.

The control planes are installed in each cluster and these clusters are given

access to the API server of each other. Thus, there is a single service mesh

(different Istio control planes), and the service discovery is seamless in the

mesh. The Istio control planes don’t interfere with each other, so the failure of

one Istio control plane will not affect other primary clusters.​



Implementation Details



Implementation Details (Istio Integration)



Implementation Details (Istio Integration)
Traffic Management: Istio's traffic routing features are used to distribute

requests efficiently, enhancing the overall availability and scalability of the

application.



Global Load Balancer Implementation
Location Implementation: Retrieves user location (latitude and longitude)

based on IP using the ipinfo.io API and Identifies the nearest healthy instance

by calculating distances using the haversine formula, ensuring optimal

service delivery.

Health Check Implementation: Assesses server health by making an HTTP

GET request, validating the server URL, and ensuring thread safety with

mutex locks. Handles errors, non-200 status codes, and marks servers as

unhealthy or healthy based on the response.



Benefits
Cost Benefits:

EC2 Instances: For production grade servers across regions (eg. T3.medium

or m5.large instances), assuming 10-20 instances per region for redundancy,

costs could range from $1,500 - $3,000 per region, totaling $3,000 - $6,000.

​

EKS and Kubernetes Management: AWS EKS pricing is $0.10 per hour per

cluster plus EC2 costs for worker nodes, so a multi-region setup might cost

around $1,000 - $2,000​.

Load Balancers and Network Transfer: With multiple load balancers and

high outbound data transfer, costs might range from $500 - $2,000.​



Benefits
Storage (eg. EBS, S3): Persistent storage with high availability (eg. Amazon

RDS or S3 for data durability) adds an additional $500 - $1,000.​

Total Estimate: For a mid-to-large-scale deployment, the monthly

operational cost might range from $5,000 - $12,000.​

For Large Corporations and real time applications, the costs can add up to

$20,000 - $50,000 monthly.​

​

Since we are not dependent on AWS or any other existing cloud

providers, and only take advantage of open source tools and

technologies, our total cost of operation is $0.
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