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Whoami

● Education
○ University: ACS-UPB – BE, Master, PhD student
○ Certs: OSCP, MPT

● Penetration Tester 3+ years

● CTF Challenge Author 3+ years



Problem

Advanced Persistent Threats

● Where/when to block the attack?
○ IDS/IPS

● How to keep up?
○ Rules
○ Behavior
○ ML

● Deceive? - Honeypots
○ Usually not representative



Firewalls & Honeypots

Firewalls
● Packet Filters
● Stateful Filters
● Next-Generation Firewalls

Network Access Layer

Network Layer

Transport Layer

Application Layer

Honeypots
● Low-Interaction Honeypots
● High-Interaction Honeypots



Intrusion Prevention System (IPS)

Pros:
- Attacks are blocked 

before causing impact

Cons:
- Race between trial and error 

on obfuscating payloads 
and patching application

Solution:
- Migrate attacks to Honeypots
- Honeypots built from Server template 



Software Defined Networking (SDN)

● Programmable network control

● Planes
○ Data

⋅ Switches
⋅ Servers/Applications

○ Control
⋅ SDN controller(‘s)

● Rules
○ Proactive
○ Reactive



State of the Art

Network level:
● OFSoftswitch

○ Advanced OpenFlow Switch
for redirection

● Honeydoc
○ Controller level TCP-proxy

Process level:
● Linux Functions

○ TCP repair 
● MfHoney

○ CRIU images modify 
sockets  to LIH-HIH



Problem

Advanced Persistent Threats

● How to keep up?
○ Rules
○ Behavior
○ ML

Where to block the attack?
○ Relocate instead of blocking

Deceive? - Honeypots
○ TCP/IP level relocation to Honeypots

- Application state?



State of the Art

● INTERCEPT+​
○ VM-level​

● Sandnet​ & Warp
○ Docker-level​

● Hounterfeit
○ Process-level​



Checkpoint/Restore in Userspace

“It can freeze a running container (or an individual 
application) and checkpoint its state to disk. The data 
saved can be used to restore the application and run it 
exactly as it was during the time of the freeze...” [CRIU.org 
Wiki]



Infrastructure





Communication Flow

Detect:

● Ingress for payloads
=> migrate*

● Egress for sensitive data
=> drop
=> redirect



Sockets

TCP session - unique 4-tuple:
● Source IP + Port
● Destination IP + Port

Server side:
● Lifecycle: create,bind,listen,accept,..
● Listening address blocks

○ Bypass: socket option SO_REUSEPORT (Linux +3.9)
∙ OS responsible for load-balancing



Sockets

What if program does not 
support SO_REUSEPORT ?

● Binary option: LD_PRELOAD
○ Grab socket call
○ Add socket option



Metrics

Under test (HTTP):

● Nginx

● Nodejs

● Flask



DEMO





Limitations

● Encrypted traffic​

● Multi-process migration​

● NAT clients backfire​

● Truncated packets

● Client-Side attacks



Next steps



Conclusions

● Live attack redirection​

● Transparent relocation​

● Within standard network timeouts​

● Scalable architecture

● Customized IDPS rules​:
Free payloads from attacks without impact!​*



Thank you!
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