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Design

Planning

Engineering

Development

Testing Performance testing

Deployment

Skipped performance 
testing

Only Few wants 
to climb this

“QA already tested!”

“No major changes”

“Deadline tomorrow”

“It worked last time”

Breaking the Pipeline: Where 

Performance Testing Gets 

Left Behind
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✕ No performance related changes done.

✕ It’s a minor release. 

✕ QA covered the testing for the changes 

made.

✕ We’ve never had issues before.

✕ Our monitoring will catch it.

✕ Our infra scales automatically

✓ But interaction with upstream code changed.

✓ Minor changes cause major issues. 

✓ Functional ≠ Performance tests.

✓ That was then — today's context is different.

✓ By the time it does, users are already 

impacted.

✓ Auto-scaling ≠ efficient or optimized under 

load
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Do not conduct Performance testing Conduct Performance testing Have difficulties Can conduct performanc testing

32%

68%

55%

45%

Understanding IT outages: causes, effects

and preventive measures
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70% of the 

mobile pages 

took 10secs to 

load full content.

45% face costs 

between 

$100,000 and $1 

million per 

outage.

Global 2000 

companies lose 

$400B

annually.
25% of 

organizations report 

outages costing 

over $1 million.

70% of the 

mobile page size 

is over 1MB.

Effects of these IT outages
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How we can 

avoid outages 

with 

performance 

testing

 Execute performance tests early in 

development.

 Monitor system utilization.

 Conduct different types of testing based on 

the load.

 Execute Chaos testing.

 Monitor system utilization.

 Conduct different types of testing based on 

the load.

 Execute Chaos testing.

 Introduce disaster recovery testing.

 Cloud auto scaling.

 Automate testing process in continuous 

delivery.
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1990s

Manual Testing Era

 Manual measurement 

of app performance .

 Heavy reliance on 

human effort.

1991

WinRunner

 Mercury’s GUI test 

automation tool.

 Record & replay user 

actions.

1993

LoadRunner

 First major 

performance testing tool.

Simulated heavy user 

loads.

2000-2010s

Rise of Open Source

 Tools like JMeter, 

Gatling emerge.

 Cost-effective, flexible 

performance testing.

2020+

Cloud & AI Era

 Scalable cloud-based 

test environments.

 AI enhances testing 

efficiency & prediction.

2010-2020s

Agile & DevOps 

Integration

 Continuous performance 

testing pipelines.

 Faster delivery cycles 

with testing embedded.
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Response times.

User load

System utilization of the 

server

Latency

Error rate

Key performance metrics

Error rate

Page loading time

Page size

Database metrics.
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Test plan 
creation

Test script 
generation

Test 
execution

Result 
analysis and 

retest if 
required

Non-
Functional 

requirements 
gathering



PESARO 2025 

Load testing tool
On Prem Load generators

Cloud load generators

Firewall

Load balancer Web Server

Database server

Application server

Metric sent for analysis

Architecture of typical load testing environment
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Case Study 1:

Azure

Issue: More resources consumed by the 

failed ARM nodes.

Root cause: A configuration change that 

has a code defect. 

Effect: Impacted Azure services.

Downtime: 7 hours.

Implications: Even small configuration 

changes can impact performance.

Strategy to avoid this issue: Implementing 

negative performance tests.
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Case Study 2:

Jira

Issue: Users saw 503 service unavailable 

errors. 

Root cause: A scheduled database upgrade.

Effect: increased back pressure made 

requests to timeout.

Downtime: 3.5 hours.

Implications: Upgrades can break 

performance.

Strategy to avoid this issue: rigorous 

performance testing with proper test plan.
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Case Study 3:

Microsoft 365

Issue: Users saw 503 service unavailable 

errors.

Root cause: A change that surged number 

of requests.

Effect: Impacted processing capabilities of 

the infrastructure.

Downtime: affected services for 7 hours.

Implications: even partial outages can 

significantly affect user experience.

Strategy to avoid this issue: Executing 

Spike testing.
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Case Study 4:

Netflix

Issue: service was not available 

Root cause: Loading Netflix OCAs during 

off peak hours 

Effect: Received 500,000 reports about 

streaming problems. 

Downtime: 6 hours.

Implications: This disruption emphasizes 

the importance of performance testing.

Strategy to avoid this issue: testing with 

20% more than peak production volume
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Case Study 5:

JCREW

Issue: Shoppers frequently bumped with 

"hang on a sec" message.

Root cause: servers couldn’t keep up with 

the load.

Effect: J.Crew lost $775,000 due to unsold 

inventory

Downtime: 5 hours.

Implications: emphasizes the importance to 

prepare for peakseason

Strategy to avoid this issue: performance 

tests before peak season.
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Conclusion and future work

Outages can happen anytime 
— testing reduces the risk.

Early performance testing 
catches bottlenecks sooner.

Even with issues, testing 
speeds up resolution.

It ensures systems stay fast 
under heavy load.

Future work will explore real 
cases and reliability strategies.
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